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#### Abstract

A new class of hybrid ring generators is developed to generate maximum-length sequences with low hardware cost. The new design improves the operational speed of the hybrid linear feedback shift register (LFSR) proposed in [12] to receive the high speed and simplified layout benefits of the ring generator offered in [6]. As a result, the hybrid ring generator offers unmatched benefits over existing linear feedback shift register (LFSR) based designs. Assume k 2-input XOR gates are required in a standard or modular LFSR design. These benefits include requiring only $(k+1) / 2$ XOR gates, having at most one level of a 2-input XOR gate between any pair of flip-flops, enabling the output of each flip-flop to drive at most 2 fanout nodes, and creating a highly regular structure that makes the new design more layout and timing friendly.


## 1. Introduction

With rapid advances in semiconductor process technologies and the explosive growth of the consumer electronics market, design of maximum-length sequence generators (MLSGs) to generate binary sequences for high-performance applications has reemerged as an important research topic. These applications range from computer engineering [1, 2] to communications [3] to cryptography [4].

The authors in [5] further commented that in communications and digital broadcasting, these highspeed MLSGs, such as ring generators [5-7], can randomize transmitted bitstreams, which prevent short repeating sequences from forming spectral lines that can complicate symbol tracking at the receiver or interfere with other transmissions. The global positioning system (GPS) can use these MLSGs to rapidly produce a sequence indicating high-precision relative time offsets. Cellular telephony and Bluetooth systems can use MLSGs as shrinking or alternating step generators in stream ciphers. These MLSGs can be deployed in a directsequence spread-spectrum radio or in various programmable sound generators. Finally, high-definition television (HDTV), digital audio broadcasting systems, gigabit Ethernet scramblers, and satellite communication systems might also adapt MLSGs due to their high performance and generic design flexibility.

Such MLSGs are often realized by maximum-length linear feedback shift registers (LFSRs). These maximum-length LFSRs are typically constructed in a standard or modular form, where one or more XOR gates are interspersed between a flip-flop and the feedback path to generate a desired maximum-length sequence (often called an $\boldsymbol{m}$-sequence) [8]. If $k 2$-input XOR gates are required to generate an $m$-sequence, then the signal on the feedback path would have to propagate through $k$ XOR gates (as in the standard LFSR) or must be strong enough to drive $k+1$ fanout nodes (as in the modular LFSR). In either case, the circuit is slowed and may not be applicable for high-performance applications.
To improve the performance of these conventional LFSRs, many approaches have been proposed. Most noticeable are the solutions that include decimations that allow summing up several $m$-sequences produced by independent devices with a multiphase clock generator [9]; windmill machines that elevate a state transition rate but need additional registers [10]; hybrid LFSRs that reduce the number of XOR gates to $(k+1) / 2$ when the characteristic polynomial generating an $m$-sequence meets certain requirement [11, 12]; and ring generators that enable each flip-flop output to drive at most 2 fanout nodes and introduce at most one level of one 2-input XOR gate between any two flip-flops, if its characteristic polynomial does not contain consecutive terms [5-7].
These MLSGs, however, do not offer the combined benefits of using a smaller number of XOR gates and enabling any flip-flop to drive no more than 2 fanout nodes. This paper addresses this problem by constructing a new class of MLSGs (hybrid ring generators). When its characteristic polynomial meets certain requirement, the MLSG will use the same number of XOR gates as the hybrid LFSR [12] and preserve the high speed and simplified layout benefits of the ring generator [6]. The only benefit that the proposed hybrid ring generator does not preserve is that when a ring generator using $k$ XOR gates couples to a phase shifter, the phase shifter used to drive multiple scan chains can have lower hardware cost than one coupled to a hybrid ring generator using only $(k+1) / 2$ XOR gates, given a minimum interchannel separation criterion placed between any two $m$-sequences appearing at any two scan chain inputs [5, 13].

## 2. Background

There are two conventional forms of LFSR designs: standard LFSR and modular LFSR. Despite different state trajectories, both structures are capable of generating an $m$-sequence for each stage output.

### 2.1 Standard LFSRs

Fig. 1 shows an $n$-stage standard LFSR. It consists of $n$ flip-flops and a number of XOR gates. Since XOR gates are placed on the external feedback path, the standard LFSR is also referred to as an external-XOR LFSR [8].


Figure 1. An $n$-stage (external-XOR) standard LFSR.

### 2.2 Modular LFSRs

Similarly, an $n$-stage modular LFSR with each XOR gate placed between two adjacent flip-flops, as shown in Fig. 2, is referred to as an internal-XOR LFSR [8]. This circuit runs faster than its corresponding standard LFSR, because each stage introduces at most one XOR-gate delay.


Figure 2. An $n$-stage (internal-XOR) modular LFSR.

### 2.3 LFSR Properties

The internal structure of the $n$-stage LFSR in each figure can be described by specifying a characteristic polynomial of degree $n, f(x)$, in which the symbol $h_{i}$ is either 1 or 0 , depending on the existence or absence of the feedback path, where

$$
\begin{equation*}
f(x)=1+h_{1} x+h_{2} x^{2}+\ldots+h_{n-1} x^{n-1}+x^{n} . \tag{1}
\end{equation*}
$$

Let $S_{i}$ represent the contents of the $n$-stage LFSR after $i t h$ shifts of the initial contents, $S_{0}$, of the LFSR, and $S_{i}(x)$ be the polynomial representation of $S_{i}$, where $i \geq 0$. Then, $S_{i}(x)$ is a polynomial of degree $n-1$, where

$$
\begin{align*}
S_{i}(x) & =x^{i} S_{0}(x) \bmod f(x) \\
& =S_{i 0}+S_{i 1} x+S_{i 2} x^{2}+\ldots+S_{i n-2} x^{n-2}+S_{i n-1} x^{n-1} \tag{2}
\end{align*}
$$

If $T$ is the smallest positive integer such that $f(x)$ divides $1+x^{T}$, then the integer $T$ is called the period of the LFSR. If $T=2^{n}-1$, then the $n$-stage LFSR generating the maximum-length sequence or $m$-sequence is called a maximum-length LFSR and thus can serve as an MLSG.

Define a primitive polynomial of degree $n$ over Galois field GF(2), $p(x)$, as a polynomial that divides $1+x^{T}$, but not $1+x^{i}$, for any integer $i<T$, where $T=2^{n}-1$ [8]. A primitive polynomial is irreducible. For illustration purpose, Figs. 3 and 4 show a 5-stage standard LFSR and a 5-stage modular LFSR with $f(x)=1+x^{2}+x^{3}+x^{4}+x^{5}$, respectively. As can be seen, each circuit uses a total of 3 2-input XOR gates. The output signal at flip-flop 4 needs to propagate through 3 XOR gates to reach flip-flop 0 in Fig. 3 or must be strong enough to drive 4 fanout nodes in Fig. 4. The characteristic polynomial, $f(x)$, used to construct the circuits is a primitive polynomial, and thus each LFSR can serve as an MLSG. Let

$$
\begin{equation*}
r(x)=f(x)^{-1}=x^{n} f(1 / x) \tag{3}
\end{equation*}
$$

Then, $r(x)$ is defined as a reciprocal polynomial of $f(x)$ [8]. A reciprocal polynomial of a primitive polynomial is also a primitive polynomial. Hence, if the reciprocal polynomial of $f(x)$ is used to construct a standard or modular LFSR with $r(x)=1+x^{2}+x^{3}+x^{4}+x^{5}$, then the LFSR can also serve as an MLSG.


Figure 3. A 5-stage standard LFSR implementing

$$
f(x)=1+x^{2}+x^{3}+x^{4}+x^{5}
$$



Figure 4. A 5-stage modular LFSR implementing $f(x)=1+x^{2}+x^{3}+x^{4}+x^{5}$.

### 2.4 Hybrid LFSRs

Let a polynomial over GF(2), $1+a(x)=b(x)+c(x)$, be said to be fully decomposable iff both $b(x)$ and $c(x)$ have no common terms and there exists an integer $j$ such that $c(x)=x^{j} b(x)$, where $j \geq 1$. For example, if $1+f(x)$ is fully decomposable such that

$$
\begin{equation*}
f(x)=1+b(x)+x^{j} b(x) \tag{4}
\end{equation*}
$$

then a (hybrid) top-bottom LFSR [12] can be constructed using the feedback connection notation

$$
\begin{equation*}
s(x)=1+\wedge x^{j}+x^{j} b(x) \tag{5}
\end{equation*}
$$

where $\wedge x^{j}$ indicates that the XOR gate with one input taken from the $j$ th stage output of the LFSR is connected to the feedback path, not between stages. Similarly, if $f(x)+x^{n}$ is fully decomposable such that

$$
\begin{equation*}
f(x)=b(x)+x^{j} b(x)+x^{n} \tag{6}
\end{equation*}
$$

then a (hybrid) bottom-top LFSR [12] can be constructed using the feedback connection notation

$$
\begin{equation*}
s(x)=b(x)+\wedge x^{n-j}+x^{n} . \tag{7}
\end{equation*}
$$

Assume a maximum-length LFSR uses $k$ 2-input XOR gates to generate an $m$-sequence. It was shown in [12] that if $1+f(x)$ or $f(x)+x^{n}$ for constructing a standard or modular LFSR is fully decomposable, then a hybrid LFSR can be realized with only $(k+1) / 2$ XOR gates. Also, if a top-bottom LFSR exists for $f(x)$, then a bottom-top LFSR will exist for its reciprocal polynomial $r(x)$, and vice versa.


Figure 5. A 5-stage top-bottom LFSR using $s(x)=$ $1+\wedge x^{2}+x^{4}+x^{5}$ to implement $f(x)=1+x^{2}+x^{3}+x^{4}+x^{5}$.


Figure 6. A 5-stage bottom-top LFSR using $s(x)=$ $1+x^{2}+\wedge x^{4}+x^{5}$ to implement $f(x)=1+x+x^{2}+x^{3}+x^{5}$.

Fig. 5 shows an example 5 -stage top-bottom LFSR. The circuit implements the same $f(x), 1+x^{2}+x^{3}+x^{4}+x^{5}$, as that for Figs. 3 and 4. Since $f(x)=1+\left(x^{2}+x^{3}\right)+x^{2}\left(x^{2}+x^{3}\right)$, by Eq. $5, s(x)=1+\wedge x^{2}+x^{2}\left(x^{2}+x^{3}\right)=1+\wedge x^{2}+x^{4}+x^{5}$. As $f(x)$ is a primitive polynomial, the top-bottom LFSR will generate an $m$-sequence.
Fig. 6 shows a bottom-top LFSR that implements the reciprocal polynomial, $1+x+x^{2}+x^{3}+x^{5}$, of the primitive polynomial for Fig. 5. Since $f(x)=\left(1+x^{2}\right)+x\left(1+x^{2}\right)+x^{5}$, by Eq. $7, s(x)=\left(1+x^{2}\right)+\wedge x^{5-1}+x^{5}=1+x^{2}+\wedge x^{4}+x^{5}$. As a reciprocal polynomial of a primitive polynomial is a primitive polynomial, the bottom-top LFSR will also generate an $m$-sequence.

As can be seen, each circuit illustrated in Figs. 5 and 6 uses only two 2-input XOR gates, rather than three XOR gates for Figs. 3 and 4. Assume $k$ XOR gates are required to implement a standard LFSR or a modular LFSR to produce an $m$-sequence, where the integer $k$ must be an odd number. The hybrid LFSR design will require only $(k+1) / 2$ 2-input XOR gates. Since the feedback path of the hybrid LFSR will drive fewer fanout nodes than that of the standard or modular LFSR, the hybrid design will have better operating performance.

## 3. Hybrid Ring Generators

One common drawback of using the standard LFSR, modular LFSR, and hybrid LFSR to generate pseudorandom bit sequences is the long delay associated with the feedback path. In the standard LFSR case, data at the output of the rightmost flip-flop would need to pass through $k$ 2-input XOR gates to reach the leftmost flipflop. In the modular LFSR case, the rightmost flip-flop would need to be strong enough to drive $k+1$ (fanout) nodes. In the hybrid LFSR case, the rightmost flip-flop
would need to pass through one 2-input XOR gate before or after driving $(k+1) / 2$ fanout nodes. Combined with their respective irregularity in design style, these types of LFSR designs may have difficulty to meet frequency requirement for high-performance applications.

### 3.1 Top-Bottom Ring Generator Design

Consider the circuit given in Fig. 7. Any two adjacent flip-flops contain at most one 2-input XOR gate and each flip-flop output drives at most 2 fanout nodes. The circuit is constructed in a ring structure so there is no long feedback path connecting the rightmost flip-flop to the leftmost flip-flop. A circuit in so constructed is referred to as a ring generator [6]. Since the XOR gates are placed on the top and bottom rows simultaneously, a ring generator constructed with this additional property is referred to as a hybrid ring generator. Also, if the first XOR gate connecting to the leftmost stages is placed on the top row, then the hybrid ring generator is referred to as a (hybrid) top-bottom ring generator (see Fig. 7). Similarly, if the first XOR gate connecting to the rightmost stages is placed on the bottom row, then the hybrid ring generator is referred to as a (hybrid) bottom-top ring generator (see Fig. 9). Note that in each top-bottom or bottom-top ring generator, there will be one and only one 2 -input XOR gate connected to the top row, according to the construction methods of the hybrid LFSRs given in [12].


Figure 7. A 5-stage top-bottom ring generator constructed by $s(x)=1+\wedge x^{2}+x^{4}+x^{5}$ given in Fig. 5.
Let $\boldsymbol{X}=\left\{\begin{array}{llll}x_{0} & \ldots & x_{4}\end{array}\right\}$ and $\boldsymbol{Z}=\left\{\begin{array}{lll}z_{0} & \ldots & z_{4}\end{array}\right\}$ represent the circuit's present state and next state, respectively. Linear equations over GF(2) governing the operation of the circuit can be expressed as follows:

$$
\begin{align*}
& z_{0}=x_{4} \\
& z_{1}=x_{0} \\
& z_{2}=x_{1}+x_{2}  \tag{8}\\
& z_{3}=x_{2} \\
& z_{4}=x_{0}+x_{3}
\end{align*}
$$

The set of linear equations can be further described by:

$$
\begin{equation*}
Z=M * X \tag{9}
\end{equation*}
$$

or

$$
\left[\begin{array}{l}
z_{0}  \tag{10}\\
z_{1} \\
z_{2} \\
z_{3} \\
z_{4}
\end{array}\right]=\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]
$$

where matrix $\boldsymbol{M}$ is simply a companion matrix [8] whose characteristic polynomial $f(x)$ is defined as the determinant of $\boldsymbol{M}-\boldsymbol{I} \boldsymbol{x}$, or symbolically:

$$
\begin{equation*}
f(x)=|\boldsymbol{M}-\boldsymbol{I} \boldsymbol{x}| \tag{11}
\end{equation*}
$$

Then, Eq. 11 can be rewritten as:

$$
f(x)=\left|\begin{array}{ccccc}
x & 0 & 0 & 0 & 1  \tag{12}\\
1 & x & 0 & 0 & 0 \\
0 & 1 & 1+x & 0 & 0 \\
0 & 0 & 1 & x & 0 \\
1 & 0 & 0 & 1 & x
\end{array}\right|
$$

This yields $f(x)=x^{4}(1+x)+x^{2}(1+x)+1=1+x^{2}+x^{3}+$ $x^{4}+x^{5}$, which is a primitive polynomial used to construct the three circuits shown in Figs. 4, 5, and 7. This finding implies that given $f(x)$, if a top-bottom LFSR can be constructed, then a top-bottom ring generator can also be constructed with the same $f(x)$.

Consider the circuits shown in Figs. 8a to 8c. Fig. 8a is an equivalent circuit of Fig. 5; Fig. 8c is an equivalent circuit of Fig. 8b. Figs. 8a and 8b are represented in a one-dimensional view to reflect their feedback tap relationship. Fig. 8a is transformed to Fig. 8b, according to the transformations given in [6], by shifting the $x^{4}$ arc in Fig. 8a to the left by one bit without crossing the $x^{2}$ arc, while keeping the $x^{2}$ arc of Fig. 8a intact. One may now find Fig. 7 is isomorphic to Fig. 8c with only one difference in flip-flop labeling. This proof confirms our finding above.

(a) Equivalent circuit of Fig. 5

(b) Circuit by shifting the $x^{4}$ arc in (a) to the left by 1 bit

(c) Equivalent circuit of (b)

Figure 8. Equivalent circuits of Figs. 5 and 7.

### 3.2 Bottom-Top Ring Generator Design

Consider the 5-stage bottom-top ring generator shown in Fig. 9. The characteristic polynomial, $1+x+x^{2}+x^{3}+$ $x^{5}$, chosen to construct the hybrid circuit is the same reciprocal polynomial used to realize the bottom-top LFSR shown in Fig. 6.


Figure 9. A 5-stage bottom-top ring generator constructed by $s(x)=1+x^{2}+\wedge x^{4}+x^{5}$ given in Fig. 6.
Looking into Fig. 9, the operation of the circuit relating next state $\boldsymbol{Z}$ to present state $\boldsymbol{X}$ can be expressed as:

$$
\left[\begin{array}{l}
z_{0}  \tag{13}\\
z_{1} \\
z_{2} \\
z_{3} \\
z_{4}
\end{array}\right]=\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]
$$

Then, by Eq. 11, $f(x)$ can be rewritten as:

$$
f(x)=\left|\begin{array}{lllll}
x & 0 & 0 & 0 & 1  \tag{14}\\
1 & x & 0 & 1 & 0 \\
0 & 1 & x & 0 & 0 \\
0 & 1 & 1 & x & 0 \\
0 & 0 & 0 & 1 & x
\end{array}\right|
$$

This yields $f(x)=\left(1+x^{2}\right)+x\left(1+x^{2}\right)+x^{5}=1+x+x^{2}+$ $x^{3}+x^{5}$, which is the primitive polynomial used to construct the bottom-top LFSR given in Fig. 6. According to Eq. $5, s(x)=1+x^{2}+\wedge x^{4}+x^{5}$. The successive transformations of the circuit of Fig. 6 into that of Fig. 9 are shown in Figs. 10a to 10c. Fig. 10a is an equivalent circuit of Fig. 6. Fig. 10b was obtained by shifting the $x^{2}$ arc in Fig. 10a to the right by one bit. Fig. 10c is an equivalent circuit of Fig. 10b, and is isomorphic to Fig. 9 with different labeling in flip-flops. This proves that given $f(x)$, if a bottom-top LFSR can be constructed, then a bottom-top ring generator can also be constructed with the same $f(x)$.

(a) Equivalent circuit of Fig. 6

(b) Circuit by shifting the $x^{2}$ arc in (a) to the right by 1 bit

(c) Equivalent circuit of (b)

Figure 10. Equivalent circuits of Figs. 6 and 9.

### 3.3 Properties

Recall that the output of the rightmost flip-flop in a topbottom LFSR must be strong enough to drive $k+1$ fanout nodes; whereas the output signal of the rightmost flip-flop in a bottom-top LFSR must propagate through $k$ 2-inout XOR gates. A hybrid ring generator constructed either in a top-bottom or bottom-top form, however, will exhibit the same properties:

1. Every output of a flip-flop in the hybrid design will drive at most 2 fanout nodes.
2. There will be at most one 2 -input XOR gate placed between any two flip-flops, and thus each output signal of any flip-flop will only have to propagate through at most one 2 -input XOR gate.
3. There will be no long feedback path, as the circuit is implemented in a ring structure.
4. Its regular and modular structure will result in simplified layout and routing, making the circuit timing and layout friendly.
5. The number of 2-input XOR gates used in the hybrid ring generator will be $(k+1) / 2$.

The hybrid ring generator is able to preserve the first 4 benefits given in [5, 6]. This has enabled the circuit to run at a higher speed than its standard, modular, and hybrid LFSR counterparts. As the goal of the paper is to design a modified (maximum-length) LFSR that has the least hardware cost, it is beyond the scope of the paper to discuss techniques that will meet a minimum interchannel separation criterion, say 4,096 or 10,000 bits, between any two scan chains [5, 7, 13]. Instead, we will prove that any modified LFSR (such as a hybrid LFSR, ring generator, or hybrid ring generator) implementing the same $f(x)$ as a standard or modular LFSR using k 2-input XOR gates cannot use fewer than $(k+1) / 2$ XOR gates, when $k=1,3$, or 5 .
Before the proof, consider the two circuits given in Figs. 11 and 12 first. Both circuits were taken from FIGS. 9 and 14 in [14], respectively. Fig. 11 is to illustrate a particular situation where it is required to add an extra 2input XOR gate in a modular LFSR when a source tap crossing a destination tap while moving to the left (SDL) transformation is used to construct a modified LFSR. Fig. 12 is to illustrate another situation where the inserted extra gate can cancel an available XOR gate, thereby reducing the number of XOR gates in the circuit by one.
In Fig. 11a, two feedback connections 58 and 59 are arranged in such a way that an XOR gate 60 at the destination tap of the first feedback connection is separated from a source tap 62 of the second feedback connection by a single flip-flop. An elementary shift left (EL) transformation described in $[6,14]$ is applied to the circuit so the source tap 62 shifts across this flip-flop (see Fig. 11b). The XOR gate 64 at the destination tap of the
second feedback connection also shifts to the left accordingly. This operation preserves the $m$-sequence property of the LFSR as described in [6, 14]. Next, the source tap 62 moves to cross the XOR gate 60 of the first feedback connection 58 (see Fig. 11c). Logic value on the second feedback connection 59 is now no longer equivalent to $a \bmod b$; instead, it is now equal to just $b$. To maintain the same functionality on the output of the destination XOR gate 64, logic value $a$ must be provided by the source tap 66 of the first feedback connection 58 to the XOR gate 64. This is accomplished by adding a feedback connection line 68 between the source tap 66 and the XOR gate 64 at the shifted destination tap. One can see now an extra XOR gate is added to the modified LFSR to preserve the same $m$-sequence property.


Figure 11. A circuit to illustrate an SDL transformation can lead to insertion of an extra XOR gate.

Fig. 12a shows a modular LFSR implementing $f(x)=1$ $+x^{2}+x^{3}+x^{7}+x^{8}$. First, transformation EL is applied 4 times to the feedback connection represented by coefficient $x^{7}$ (feedback connection 30 with source tap 32 and destination gate 34). This leads to the circuit shown in Fig. 12b. Next, transformation SDL is applied to shift the feedback connection 30 further to the left by one flip-flop and adds a feedback connection line 36 at the input to the XOR gate 34 as shown in Fig. 12c. Because another XOR gate 38 with the same connectivity already exists at the output of flip-flop 1, the XOR gate 34 and connection 36
can be discarded. This reduces the number of XOR gates in the LFSR from 3 to 2 . To reduce the load of flip-flop 2 that drives XOR gates 40 and 34 in Fig. 12c, an additional transformation EL is applied in Fig. 12d that shifts the feedback connection 30 further to the left. As a result, the modified LFSR uses only 2 XOR gates and every flipflop output drives at most two fanout nodes.


Figure 12. An 8-stage modified LFSR constructed using the transformations given in [14] for $f(x)=1+x^{2}+x^{3}+x^{7}+x^{8}$.
The above two examples (Figs. 11 and 12) illustrate that applying transformations to a modular LFSR can lead to insertion or deletion of one or more XOR gates. The number of 2-input XOR gates used in the resultant modified LFSR, however, will be at least $(k+1) / 2$, when $k$ $=1,3$, or 5 . The same results apply to transformations of a standard LFSR too. We now provide the proof below:

Theorem 1: given a maximum-length standard or modular LFSR using k 2-input XOR gates, a modified LFSR implementing the same $f(x)$ as the standard or modular LFSR cannot use fewer than ( $k+1$ )/2 2-input XOR gates, when $k=1,3$, or 5 .
Proof: We will prove the theorem by contradiction. When $k=1$, the condition follows immediately;
otherwise, the modified LFSR would not contain any XOR gates and would have implemented $1+x^{n}$, which is different from the primitive trinomial (a primitive polynomial with 3 terms) used as $f(x)$ to construct the maximum-length standard or modular LFSR.

Next, we show that if $k=3$, then the condition will still hold. A maximum-length standard or modular LFSR constructed to implement $f(x)$ with $k=3$ implies that the LFSR uses 32 -input XOR gates and $f(x)$ is a primitive pentanomial (a primitive polynomial with 5 terms). For instance, a modular LFSR is constructed to implement $f_{1}(x)=p(x)=1+x^{a}+x^{b}+x^{c}+x^{n}$, where $1 \leq a<b<c<n$. According to [14], when a source tap of one arc in $\left\{x^{a}, x^{b}\right.$, $\left.x^{c}\right\}$ and a destination tap of another arc in $\left\{x^{a}, x^{b}, x^{c}\right\}$ cross each other, it will be required to add a proper feedback connection (a 2-input XOR gate) in the modified LFSR to preserve the $m$-sequence property in the standard or modular LFSR. If the extra gate is to be cancelled, then there must exist an available XOR gate at the position where the extra gate will be added. For instance, the $x^{b}$ and $x^{c}$ arcs have a distance of $n-b$ and $n-c$ to the rightmost stage of the modular LFSR, respectively; the $x^{a}$ arc must be in the same position as the to-be-added feedback connection. That is, distance $n-a$ must be equal to ( $n-b$ ) + ( $n-c$ ), or $a+n=b+c$. When this condition holds, the $x^{a}$ arc will be cancelled. This also implies that $1+f_{1}(x)$ is fully decomposable. The modified LFSR will now have only 2 XOR gates (representing the original $x^{b}$ arc and the transformed $x^{c}$ arc) left. If the number of XOR gates used in this modified LFSR could be reduced to 1 (instead of 2), this means there must exist transformation(s) that can cause the transformed $x^{c}$ arc to cancel the original $x^{b}$ arc, or vice versa. If this were possible, then the modified LFSR would have implemented $f_{2}(x)=1+x^{c}+x^{n}$ or $1+x^{b}$ $+x^{n}$, which becomes a primitive trinomial. This will contradict the condition that the modified LFSR must implement the same characteristic polynomial $f_{1}(x)$ as the maximum-length standard or modular LFSR.

We now prove a modified LFSR that implements the same $f_{3}(x)$ as a maximum-length standard or modular LFSR using 5 2-input XOR gates will use no fewer than 32 input XOR gates. As shown in Fig. 12, to reduce the number of XOR gates used in a modified LFSR by one, a feedback connection at the same flip-flop output of the source or destination tap must already exist in the original LFSR to cancel the added XOR gate; otherwise, the XOR gate count would be increased. Let the modular LFSR implement $f_{3}(x)=p(x)=1+x^{a}+x^{b}+x^{c}+x^{d}+x^{e}+x^{n}$, where $1 \leq a<b<c<d<e<n$, with $k=5$ feedback taps $\left\{x^{a}, x^{b}, x^{c}, x^{d}, x^{e}\right\}$. For instance, $f_{3}(x)=p(x)=1+x^{5}+x^{10}+$ $x^{14}+x^{19}+x^{24}+x^{29}$. Only when $c+n=d+e$ and $a+n=b$ $+e$, can the combined $x^{e}$ and $x^{d}$ arcs as well as the combined $x^{e}$ and $x^{b}$ arcs cancel the $x^{c}$ and $x^{a}$ taps, respectively. This also implies that $1+f_{3}(x)$ is fully
decomposable. The modified LFSR now has $3 \operatorname{arcs}\left\{x^{b}, x^{d}\right.$, $\left.x^{e}\right\}$ left. The only chance to cancel one more feedback connection (the $x^{b}$ tap) would be when the condition $b+n$ $=d+e$ holds. This condition cannot hold because $c+n=$ $d+e$. One scenario that needs to consider is whether creating an intermediate XOR gate could lead to other reductions in later steps when $k=5$. If there were such transformations that could further reduce the circuit to one that contains only 2 arcs, then the 2 arcs in the transformed circuit would take on one of the two following structures: 1) in a disjoint form where both destination taps point to the same direction (left or right), similar to Fig. 8b or 10b; or 2) in a closed form where one arc is included in another arc and both destination taps point to the same direction (left or right). A disjoint circuit structure with both source or destination taps pointed to each other is isomorphic to Structure 2) when one arc rotates across the feedback path. Similarly, a closed circuit structure with both source or destination taps pointed to different directions is isomorphic to Structure 1) when one arc rotates across the feedback path. By retransforming the circuit back to a standard or modular LFSR, Structure 1 will yield an LFSR that uses 3 2-input XOR gates or $k=3$; whereas Structure 2 will yield an LFSR that uses only 2 2-input XOR gates or $k=2$. Structure 2 cannot exit because $k$ must be odd for realizing a maximum-length LFSR. Structure 1 cannot exist either, because the retransformed circuit would have implemented a primitive pentanomial instead. Both circuit structures also contradict the condition that the modified LFSR must implement the same characteristic polynomial $f_{3}(x)$ as the standard or modular LFSR with $k=5$. Hence, any modified LFSR that implements the same $f(x)$ as the maximum-length standard or modular LFSR with $k 2$ input XOR gates will use at least $(k+1) / 2$ 2-input XOR gates, when $k=1$, 3 , or 5 . This concludes the proof.

Note that while Theorem 1 is mainly provided for construction of hybrid ring generators that use primitive polynomials as characteristic polynomials to yield the lowest hardware cost and guarantee the $m$-sequence property, the theorem can also be applied to construction of any modified LFSR from a standard or modular LFSR whose characteristic polynomial does not necessarily implement a primitive polynomial, when $1 \leq k \leq 5$.

## 4. Construction Method

To better understand how a hybrid ring generator can be designed via visual inspection or by a construction method, consider the 8 -stage top-bottom ring generator illustrated in Fig. 13 for implementing $f(x)=p(x)=1+x^{2}$ $+x^{3}+x^{7}+x^{8}$. This primitive polynomial, $p(x)$, is the reciprocal polynomial, $r(x)$, of the primitive polynomial $1+x+x^{5}+x^{6}+x^{8}$ listed in [1]. Also, the same $f(x)$ has been used to construct the modified LFSR in Fig. 12. Because $f(x)=1+\left(x^{2}+x^{3}\right)+x^{5}\left(x^{2}+x^{3}\right)$, this means $s(x)=1$ $+\wedge x^{5}+x^{7}+x^{8}$. A corresponding 8 -stage bottom-top ring
generator implementing $r(x)$ is shown in Fig. 14. Since $r(x)=(1+x)+x^{5}(1+x)+x^{8}$, this yields $s(x)=1+x+\wedge x^{3}+$ $x^{8}$.

By visual inspection of the hybrid ring generators shown in Figs. 7, 9, 13, and 14, one may find the feedback connections in each circuit are exactly arranged in the same way as that described in [5]: given tap $x^{i}$, create a feedback connection by encompassing i adjacent flip-flops, always beginning with the leftmost ones. The difference is only the numbers labeled in the flip-flops. We decide to label the flip-flop numbers from 0 to $n-1$ counterclockwise starting with the leftmost bottom flipflop in the hybrid ring generator design because its circuit structure will be more in line with the standard and modular LFSR designs.


Figure 13. An 8-stage top-bottom ring generator using $s(x)=1+\wedge x^{5}+x^{7}+x^{8}$ to implement $f(x)=1+x^{2}+x^{3}+x^{7}+x^{8}$.


Figure 14. An 8 -stage bottom-top ring generator using $s(x)=1+x+\wedge x^{3}+x^{8}$ to implement $r(x)=1+x+x^{5}+x^{6}+x^{8}$.

A construction method following the definitions in [6] for designing a top-bottom or bottom-top ring generator from a hybrid LFSR is now given below [15]:

Step 1: Let $T_{i}$ represent the span (coefficient $c$ ) of the $i$ th $\operatorname{tap}\left(x^{c}\right) ; S_{i}$ and $D_{i}$ indicate the locations of the source and destination taps (as inputs to a 2 -input XOR gate) in the resultant hybrid ring generator, respectively; and $L$ be the number of flip-flops in a hybrid LFSR. If $L$ is an odd number, let $L=L+1$; next, label 0 to $L-1$ on each flipflop counterclockwise, starting with an entry 0 on the leftmost bottom flip-flop; then, calculate locations of the source and destination taps according to the following formulas:

$$
\begin{align*}
& S_{i}=\left(L-T_{i}\right) / 2+L / 2-1  \tag{15}\\
& D_{i}=\left(S_{i}+T_{i}\right) \bmod L . \tag{16}
\end{align*}
$$

Consider Fig. 13 again. $L=8$. The two $x^{5}$ and $x^{7}$ taps in $s(x)=1+\wedge x^{5}+x^{7}+x^{8}$ is represented by a sequence $T_{1}=$ $5, T_{2}=7$ (entries 0 and 8 do not have to be processed as they are not subject to transformations). Thus, applying Eqs. 15 and 16 will yield the following feedback connections: $S_{1}=(8-5) / 2+8 / 2-1=4, D_{1}=(4+5) \bmod 8$
$=\mathbf{1} ; S_{2}=(8-7) / 2+8 / 2-1=\mathbf{3}, D_{2}=(3+7) \bmod 8=\mathbf{2}$. The two taps can be expressed as a list of pairs: $(4,1),(3,2)$.

Step 2: Reverse the direction of the leftmost (or rightmost) tap to create the $\wedge_{X}{ }^{c}$ tap on the top row for a top-bottom (or bottom-top) ring generator.

Step 3: (Required only when the circuit has an odd number of stages) Delete the entry $L / 2$ from the label and decrement all entries on the top row by 1.

For example, Fig. 7 has 5 flip-flops. The circuit will be first labeled with $\{0,1,2, \mathbf{3}, \mathbf{4}, \mathbf{5}\}$ for $L=6$ (not 5 ). Then, delete the entry 3 and renumber the rest to $\{0,1,2,3,4\}$.
A set of minimum-weight primitive polynomials (each consisting of 3 or 5 terms [a.k.a. weights, exponents, or coefficients]) of degree up to 100 that can be used to construct hybrid LFSRs has been listed in [2, 12]. Stahnke was the first to report a list of minimum-weight primitive polynomials of degree up to 168 that satisfies the full decomposable requirement [16]. A new list of minimumweight primitive polynomials of degree up to 800 is now given in the Appendix generated using modified NTL [17] and Magma [18] programs with prime factors provided in [19]. For every primitive polynomial of degree up to 800, we found a primitive pentanomial that meets the fully decomposable requirement always exists when a primitive trinomial does not exist.

Quite a few tables have been reported earlier for different objectives, including minimum-weight primitive polynomials of degree up to 300 in [20]; minimum-weight primitive polynomials of degree 310 through 500 in [21]; and primitive polynomials of degree 9 through 660 with uniformly distributed coefficients in [22].

Based on the construction method, each polynomial listed in the Appendix can now be used to construct hybrid ring generators. It is interesting to note that for any $n$-stage hybrid ring generator, $n \leq 800$, only one or two 2 -input XOR gates are required to generate an $m$-sequence.

## 5. Comparative Analysis

Here, we first make two observations on how the design of ring generators is related to hybrid ring generator design. The benefits of the proposed hybrid ring generator design over other types of MLSGs are then discussed.

Fig. 15a shows an original ring generator design using the synthesis method given in [6] to implement $f(x)=p(x)$ $=1+x^{2}+x^{3}+x^{7}+x^{8}$. The same $f(x)$ has been used to construct the hybrid ring generator shown in Fig. 13.
Comparing the structures of both Figs. 13 and 15a, one can find that Fig. 15a has 2 levels of 2-input XOR gates placed between flip-flops 4 and 5, and uses one more XOR gate than Fig. 13. Conversely, one may construct a ring generator as shown in Fig. 15b so the output of flipflop 3 drives 3 fanout nodes, instead of 2 nodes [5].

(a) An 8-stage ring generator based on [6]

(b) Another 8-stage ring generator based on [5]

Figure 15. An 8 -stage ring generator constructed using the synthesis method given in $[5,6]$ for $f(x)=1+x^{2}+x^{3}+x^{7}+x^{8}$.

This problem was mainly caused by the chosen primitive polynomial that contains consecutive terms (i.e., $x^{2}$ and $x^{3} ; 1$ and $x$ as well as $x^{n-1}$ and $x^{n}$ do not count). If the chosen primitive polynomial does not contain consecutive terms, then the ring generator will always have only one-level of a 2 -input XOR gate placed between any pair of flip-flops and enable any flip-flop output to drive at most 2 fanout nodes.

Fortunately, we were able to find a primitive polynomial of degree 8 that does not contain consecutive terms, $1+x+x^{3}+x^{5}+x^{8}$ [17]. This leads to our first observation: when designing a ring generator, it is important to choose a primitive polynomial, $p(x)$ as characteristic polynomial, $f(x)$, which does not contain consecutive terms; however, choosing such a primitive polynomial may not be an issue for designing a hybrid ring generator, as long as these consecutive terms can be factored out.

Our second observation is associated with the ring generator design: the ring generator does not implement the chosen characteristic polynomial, $f(x)$, but the reciprocal polynomial, $r(x)$, of the chosen $f(x)$. For instance, in Figs. 15a-b, while an $m$-sequence is always generated, neither circuit implements $f(x)=1+x^{2}+x^{3}+$ $x^{7}+x^{8}$, but the reciprocal polynomial of $f(x)$, or $r(x)=1+$ $x+x^{5}+x^{6}+x^{8}$. One can verify the resultant polynomial by building a companion matrix using the approach we discussed in Section 3.

This problem was caused by an incorrect design for placing a wrong order of feedback taps on the modular LFSR which was referred to as a Galois LFSR in [5]. To correct this error, one can simply renumber the flip-flops and construct the feedback taps by Eqs. 15 and 16. The correct modified ring generator is shown in Fig. 16, where the direction of the feedback path is reversed from Fig. 15a and the flip-flops are labeled differently.


Figure 16. A correct 8 -stage modified ring generator implementing $f(x)=1+x^{2}+x^{3}+x^{7}+x^{8}$.
Table 1 now summarizes the design features of various MLSGs. The table provides a more accurate measure than Table 1 given in [6] on the top-bottom and bottom-top LFSR design features. The top-bottom (or bottom-top) LFSR will have one level (or two levels) of XOR logic because it is constructed to have only one 2-input XOR gate connected to the feedback path according to Eq. 5 (or Eq. 7). On the other hand, the feedback path in each topbottom or bottom-top LFSR will always drive $(k+1) / 2$ fanout nodes due to the nature of the design. As to cellular automaton (CA), in general, the total number of 2 -input XOR gates used in a CA design will be equal to $2 n-2$ for providing better randomness [23, 24].

Table 1. Features of LFSR-Based MLSG Designs

|  | XOR Gates | Levels of Logic | Fanout |
| :--- | :---: | :---: | :---: |
| Standard LFSR | $k$ | $\log _{2} k$ | 2 |
| Modular LFSR | $k$ | 1 | $k+1$ |
| Top-Bottom LFSR | $(k+1) / 2$ | 1 | $(k+1) / 2$ |
| Bottom-Top LFSR | $(k+1) / 2$ | 2 | $(k+1) / 2$ |
| Cellular Automaton | $2 n-2$ | 2 | 3 |
| Ring Generator | $k$ | 1 | 2 |
| Hybrid Ring Generator | $(k+1) / 2$ | 1 | 2 |

Note that the Level of Logic and Fanout columns given in the ring generator row assume that the chosen primitive polynomial as $f(x)$ to design the ring generator does not contain consecutive terms. If one chooses a primitive polynomial that contains consecutive terms, then the Level of Logic or Fanout would have to be increased by one. Similar assumption also applies to hybrid ring generator design: the chosen primitive polynomial must be the one such that its corresponding feedback connection notation, $s(x)$, does not contain consecutive terms. Fortunately, such primitive polynomials for the degree (not every degree) up to 660 listed in [25] and every degree up to 800 listed in the Appendix always exist.

The researchers in [14] have shown an example (as depicted in Fig. 12) using a series of transformations to reduce the number of XOR gates to 2 for Fig. 15a. Interestingly, the transformed LFSR (t-LFSR) converges to a hybrid ring generator. However, one major difference between a transformed LFSR and a hybrid ring generator is that the proposed hybrid design approach does not need to go through any transformations once a proper primitive polynomial is found. As we have proved in Theorem 1 that given a maximum-length standard or modular LFSR using k 2-input XOR gates, a modified LFSR implementing the
same $f(x)$ as the standard or modular LFSR cannot use fewer than $(k+1) / 2$ XOR gates, when $k=1$, 3 , or 5 , the proposed hybrid ring generator will be able to match or outperform all other LFSR-based designs having the lowest hardware cost.

## 6. Conclusion

This paper described a high-speed design of hybrid ring generators that has yielded the lowest hardware cost among all LFSR-based designs practiced today. It provides quick visual inspection rule of thumb and a simple construction method to design the circuit without going through any transformations. We found that for each $n$ stage hybrid ring generator, $n \leq 800$, only one or two 2 input XOR gates are required to generate an $m$-sequence. This enables the circuit to be deployed to generate pseudorandom bit sequences for high-performance applications.

In future work, we plan to extend Theorem 1 to find the true minimum number of 2-input XOR gates required to construct a modified LFSR out of a standard or modular LFSR using $k$ 2-input XOR gates. The characteristic polynomial does not have to be primitive. We also plan to explore the implications of the proposed hybrid ring generators on the design of dense ring generators [7], phase shifters [13], and event counters [26, 27], and seek minimum-weight primitive polynomials of degree 801 through 1200 using the prime factors provided in [19].
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Appendix: Minimum-Weight Primitive Polynomials of Degree up to 800 over GF(2)

|  | 210 | 310 | 410 | 520 |
| :---: | :---: | :---: | :---: | :---: |
| 610 | 710 | 86510 | 940 | 1030 |
| 1120 | 127430 | 134310 | 14121110 | 1510 |
| 165320 | 1730 | 1870 | 196510 | 2030 |
| 2120 | 2210 | 2350 | 244310 | 2530 |
| 268710 | 278710 | 2830 | 2920 | 30161510 |
| 3130 | 32282710 | 33130 | 34151410 | 3520 |
| 36110 | 37121020 | 386510 | 3940 | 40211920 |
| 4130 | 42232210 | 436510 | 44272610 | 454310 |
| 46212010 | 4750 | 48282710 | 4990 | 50272610 |
| 51161510 | 5230 | 53161510 | 54373610 | 55240 |
| 56222110 | 5770 | 58190 | 59222110 | 6010 |
| 61161510 | 62575610 | 6310 | 644310 | 65180 |
| 6610910 | 6710910 | 6890 | 69292720 | 70161510 |
| 7160 | 72534760 | 73250 | 74161510 | 75111010 |
| 76363510 | 77313010 | 78201910 | 7990 | 80383710 |
| 8140 | 82383530 | 83464510 | 84130 | 85282710 |
| 86131210 | 87130 | 88727110 | 89380 | 90191810 |
| 91848310 | 92131210 | 9320 | 94210 | 95110 |
| 96494720 | 9760 | 98110 | 99474520 | 100370 |
| 1017610 | 102777610 | 10390 | 104111010 | 10516 |
| 106150 | 107656320 | 108310 | 1097610 | 110131210 |
| 111100 | 112454320 | 11390 | 114828110 | 115151410 |
| 116717010 | 117201820 | 118330 | 11980 | 12011811170 |
| 121180 | 122605910 | 12320 | 124370 | 12510810710 |
| 126373610 | 12710 | 128292720 | 12950 | 13030 |
| 131484710 | 132290 | 133525110 | 134570 | 135110 |
| 13612612510 | 137210 | 1388710 | 1398530 | 140290 |
| 141323110 | 142210 | 143212010 | 144706910 | 145520 |
| 146605910 | 147383710 | 148270 | 14911010910 | 150530 |
| 15130 | 152666510 | 15310 | 15412912720 | 155323110 |
| 15611611510 | 157272610 |  | 159310 | 1601918180 |
| 161180 | 162888710 | 163605910 | 164141310 | 165313010 |
| 166393810 | 16760 | 168171520 | 169340 | 170230 |
| 171191810 | 17270 | 1731009910 | 174130 | 17560 |
| 17611911810 | 17780 | 178870 | 179343310 | 180373610 |
| 1817610 | 18212812710 | 183560 | 18410210110 | 185240 |
| 186232210 | 187585710 | 188747310 | 18912712610 | 190181710 |
| 19190 | 192282710 | 193150 | 194870 | 19510910 |
| 196666510 | 197626110 | 198650 | 199340 | 200424110 |
| 201140 | 202550 | 2038710 | 204747310 | 205302910 |
| 206292810 | 207430 | 208625930 | 20960 | 210353230 |
| 211464510 | 2121050 | 2138710 | 214494810 | 215230 |
| 21619619510 | 217450 | 218110 | 2191918180 | 220151410 |
| 221353410 | 222929110 | 223330 | 224313010 | 225320 |
| 226585710 | 227464510 | 22814814710 | 229646310 | 230464510 |
| 231260 | 2321009910 | 233740 | 234310 | 23510910 |
| 23650 | 237262510 | 23816816710 | 239360 | 24012111920 |
| 241700 | 24213213110 | 243767510 | 244403910 | 24516816710 |
| 246353410 | 247820 | 248656320 | 249860 | 2501030 |
| 25122822710 | 252670 | 2537610 | 254191810 | 255520 |
| 2561009910 | 257120 | 258830 | 259151410 | 260212010 |
| 261646310 | 262979610 | 263930 | 26410910 | 265420 |
| 266470 | 267868510 | 268250 | 2697610 | 270530 |
| 271580 | 27210810710 | 273230 | 274670 | 275232210 |
| 276898810 | 277706910 | 27850 | 27950 | 280424110 |
| 281930 | 282350 | 283605910 | 2841190 | 28510610510 |
| 286690 | 287710 | 288111010 | 289210 | 29013413310 |
| 29110710520 | 292970 | 293969510 | 294610 | 295480 |
| 296343310 | 29750 | 298302910 | 299474610 | 30070 |
| 301666510 | 302410 | 303292810 | 30419619510 | 3051020 |
| 30622622510 | 30711711520 | 30829729610 | 30915515410 | 310161510 |
| 311313010 | 31230830530 | 313790 | 314150 | 31510910 |
| 3161350 | 317969510 | 31811511410 | 319360 | 3204310 |
| 321310 | 322670 | 32320420310 | 32425625510 | 325767510 |
| 326908910 | 327340 | 328939120 | 329500 | 330161510 |
| 33132432310 | 3321230 | 33320 | 334272610 | 335424110 |
| 33621221110 | 337550 | 33810410310 | 33919419310 | 340939210 |
| 341242310 | 3421250 | 343750 | 34426025910 | 345220 |
| 34618017910 | 34733833710 | 34812812710 | 349121110 | 350530 |
| 351340 | 352767510 | 353690 | 35411911810 | 3556510 |
| 356494810 | 357706910 | 35833333210 | 359680 | 360262510 |
| 361454410 | 362630 | 3638710 | 364670 | 365727110 |
| 366290 | 367210 | 36811411310 | 369910 | 3701390 |
| 371161510 | 37219619510 | 3731009910 | 374646310 | 375160 |
| 37614214110 | 377410 | 378430 | 37911411310 | 380470 |
| 38118518320 | 382810 | 383900 | 38416416310 | 38560 |
| 386830 | 387686710 | 388696810 | 38915415310 | 390890 |
| 391280 | 39234634510 | 39370 | 3941350 | 39527026910 |
| 396250 | 397676610 | 39810110010 | 399860 | 40011811710 |

Note: "244310" means $p(x)=x^{24}+x^{4}+x^{3}+x^{1}+x^{0}=x^{24}+x^{4}+x^{3}+x+1$, where $4=3+1$.

Appendix: Minimum-Weight Primitive Polynomials of Degree up to 800 over GF(2) - Cont'd

| 4011520 | 40234133920 | 40315014910 | 4041890 | 40534033730 |
| :---: | :---: | :---: | :---: | :---: |
| 4061570 | 407710 | 40838238110 | 409870 | 41015615510 |
| 41113613150 | 4121470 | 41328228110 | 414464510 | 4151020 |
| 41614414310 | 4171070 | 418181710 | 41916616330 | 42013113010 |
| 42130229750 | 4221490 | 423250 | 424666510 | 425120 |
| 426595720 | 42710610510 | 4281050 | 42941241110 | 430393810 |
| 4311200 | 43235034550 | 433330 | 43416416310 | 4353023011 |
| 4361650 | 437383710 | 438650 | 439490 | 4404310 |
| 441310 | 4427520 | 443161510 | 444555410 | 445585710 |
| 4461050 | 447730 | 44812412310 | 4491340 | 450790 |
| 45119619510 | 452353410 | 45322722520 | 454363510 | 455380 |
| 45632832710 | 457160 | 4582030 | 45919018910 | 460610 |
| 4617610 | 462730 | 463930 | 46418718610 | 465590 |
| 466161510 | 46736035910 | 46819318940 | 46928228110 | 4701490 |
| 47110 | 472252320 | 47312612510 | 4741910 | 47538238110 |
| 476150 | 47719319120 | 4781210 | 4791040 | 4801211156 |
| 4811380 | 482504910 | 48342842710 | 4841050 | 485646310 |
| 486595810 | 487940 | 4884310 | 489830 | 4902190 |
| 491151410 | 4928710 | 49320420310 | 4941370 | 495760 |
| 49618618510 | 497780 | 49847647510 | 49937237110 | 5002492481 |
| 50135935720 | 50215315210 | 50330 | 50436436310 | 5051560 |
| 506950 | 50715214660 | 5081090 | 50925525410 | 510494810 |
| 511100 | 51210810530 | 513850 | 514222110 | 5152402391 |
| $\begin{array}{llll}516 & 262510\end{array}$ | 51734634510 | 518330 | 519790 | 5202242213 |
| 521320 | 52247046910 | 52320220110 | 5241670 | 5251991972 |
| 52613513410 | 527470 | 52830230110 | 529420 | 5301321311 |
| 5311918180 | 53210 | 5331009910 | 534898810 | 535525110 |
| 536525110 | 537940 | 53827127010 | 53936236110 | 5401790 |
| 54118017730 | 542181710 | 543160 | 54422021730 | 5451220 |
| 54611911630 | 54724724520 | 548999810 | 54924724520 | 5501930 |
| 5511350 | 552888710 | 553390 | 55436436310 | 555263261 |
| 5561530 | 55724023910 | 558616010 | 559340 | 5602102091 |
| 561710 | 562767510 | 563807910 | 5641630 | 565828110 |
| 5661530 | 5671430 | 56821821530 | 569770 | 570670 |
| 57127727520 | 57228528410 | 57356856710 | 574130 | 5751460 |
| 57611611510 | 577250 | 578727110 | 57946646510 | 580616010 |
| 58114013910 | 582850 | 5831300 | 584747310 | 5851210 |
| 58611811710 | 587464510 | 5881510 | 58952051910 | 590930 |
| 591504910 | 59235235110 | 593860 | 594190 | 59510910 |
| 59624524410 | 597585710 | 5987610 | 599300 | 600111010 |
| 6012010 | 602353320 | 603201910 | 604646310 | 605191810 |
| 60613313210 | 6071050 | 60810810710 | 609310 | 6101270 |
| 611393810 | 612828110 | 61321921720 | 614757410 | 6152110 |
| 616211920 | 6172000 | 61837036910 | 61920220110 | 620292810 |
| 62118418310 | 6222970 | 623680 | 624161510 | 6251330 |
| 62629829710 | 62725125010 | 6282230 | 62936236110 | 63042742610 |
| 6313070 | 63240039910 | 6331010 | 6343150 | 6351881871 |
| 636888710 | 63760359940 | 6386510 | 639160 | 640171520 |
| 641110 | 6421190 | 64323323120 | 64422922810 | 6455965951 |
| 6462490 | 64750 | 648232210 | 649370 | 65030 |
| 65115215110 | 652930 | 65317617510 | 65436736610 | 655880 |
| 65624824710 | 657380 | 658550 | 65911211110 | 6604124111 |
| 66120420310 | 6622970 | 6632570 | 664403910 | 665330 |
| 666343130 | 66763162920 | 66817117010 | 66940640510 | 6701530 |
| 671150 | 67210610510 | 673280 | 674817920 | 67528027910 |
| 6762410 | 677313010 | 67836736610 | 679660 | 68023423130 |
| 68119319210 | 682787710 | 683636210 | 68415515410 | 6854310 |
| 6861970 | 687130 | 68824924720 | 689140 | 6905415392 |
| 691908550 | 6922990 | 693232210 | 694706910 | 6952120 |
| 69655054910 | 6972670 | 6982150 | 69934033910 | 7002382371 |
| 70111811710 | 702370 | 703636210 | 70415615330 | 705190 |
| 70613313120 | 70713613510 | 7082870 | 7094310 |  |
| 711920 | 71220220110 | 713410 | 714230 | 7157610 |
| 7161830 | 71727126920 | $\begin{array}{ll}718 & 302910\end{array}$ | 7191500 | 72021520960 |
| 72190 | 7222310 | 723 32 311 0 | 724191818 | 7251601591 |
| 72650 | 7271800 | 72833633510 | 729580 | 7301470 |
| 731353410 | 732777610 | 733969510 | 73422722610 | 735440 |
| 73635435130 | 73750 | 7383470 | 739242310 | 7401530 |
| 74129028910 | 74224124010 | 743900 | 74411010910 | 7452580 |
| 7463510 | 74716716610 | 74830430310 | 7497610 | 75028428310 |
| 751180 | 75265665330 | 7531580 | 754190 | 75527427310 |
| 7563490 | 7577610 | 75823523410 | 759980 | 760615920 |
| 76130 | 762830 | 76312612510 | 76418118010 | 76418118010 |
| 766676610 | 7671680 | 76812212110 | 7691200 | 77019118920 |
| 77120220110 | 77270 | 77335034910 | 7741850 | 7753670 |
| 77620820710 | 777290 | 7783750 | 77927026910 | 7802392372 |
| 781525110 | 7823290 | 783680 | 78427427310 | 785920 |
| 786323110 | 78723223110 | 78811211110 | 78922622510 | 790636210 |
| 791300 | 79266266110 | 7932530 | 7941430 | 79534634510 |
| 79622822710 | 797706910 | 79831131010 | 799250 | 80024824530 |

Note: "800 24824530 " means $p(x)=x^{800}+x^{248}+x^{245}+x^{3}+x^{0}=x^{800}+x^{248}+x^{245}+x^{3}+1$, where $248=245+3$.

