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Abstract— In this paper, we present BoxRouter 2.0, a hybrid The significance of routability in VLSI global routing has
and robust g_IobaI router with discussion on its_ architecture and |ed to many global routing algorithms. Burstein et al. [12]
implementation. As high performance VLSI design becomes more proposed a hierarchical approach to speed up integer pro-

interconnect-dominant, efficient congestion elimination in global . - .
routing is in greater demand. Hence, we propose BoxRouter 2.0 gramming formulation for global routing, and Kastner [13]

which has strong ability to improve routability and minimize ~Proposed a pattern-based global routing. Hadsell et al [14
the number of vias with blockages, while minimizing wirelength. presented theChi dispersion router based on linear cost
BoxRouter 2.0 is improved over [1], but can perform multi-layer  function as well as predicted congestion map, and showed bet
routing with 2D global routing and layer assignment. Our 2D o yagylts than [13]. The multicommodity flow-based global

global routing is equipped with two ideas: robust negotiation-
based A* search for routing stability, and topology-aware wire router by Albrecht [15] showed good results and was used

ripup for flexibility. After 2D global routing, 2D-to-3D mapping  iN industry, but at the expense of computational effort.eAft
is done by the layer assignment which is powered by progressive BoxRouter [1] sparked the renewed interest in routing netea
via/blockage-aware integer linear programming. Experimental with significantly improved performance, FastRoute [1&J][
results show that BoxRouter 2.0 has better routability with and DpRouter [18] achieved high quality solution in small

comparable wirelength than other routers on ISPDO7 benchmark, ti H t of th demic alobal ¢ K
and it can complete (no overflow) ISPD98 benchmark for the first "UNUMe. FOWever, most of the academic global routers wor

time in the literature with the shortest wirelength. in 2D (with two layers) to handle a larger circuit with
less computing power and smaller memory, and lack of the
|_ INTRODUCT|ON important Iayer aSSignment.

: . : . . Layer assignment plays critical role for routability, timgi
While ever-decreasing feature size enables the 'megrat'a%sstalk, and manufacturability/yield. If excessive m@mof

?hf rr(1j|II|o_ns otffga;[es. Or\]/fSICh'p’f mterconngct 5del_?3r< becom%res are assigned to a particular layer, it will aggravate-c
te om]inzn ractorin tper <t3rmfance .[ .H I]. . uls, e)f[lﬁr estion and crosstalk [19], [20]. If global timing criticaéts
stage of design process fargets for minimal wirelength &y assigned to lower layers, it will make timing worse due to

enhance circuit delay. Especially placement, a major st rrower wire width/spacing. Biased wire density disttidm

in physical design, generally minimizes wirelength by lL)Iacoetween layers can cause large topography variation as well

ing gates more compactly. In addition, more l‘unctionattitiea‘,s pooling effect after CMP [21]. Length of antenna can be

in complex design (i.e., system-on-chip) aiso demand MOLfso reduced by layer assignment [22]. Large number of vias

gates in a limited die, consequently _increasing quignidan’_due to poor layer assignment can cause routability/pinsscce
Sgch_de_zs_lgn ”er.‘ds degrade routability by '9?“"”9 the desi roblem, as via (even extended via) needs larger area aasvell
with "m'F'”g routing area and _thus make wiring gates mor ider spacing than wire. Especially, via minimization bees
ch_a_lllengmg. Ther_efore, rc_)utab|l|ty shogld be one of thesmomore important for nanometer design, as via failure is one of
critical design objectives in VLSI physical design [6]-[8] critical manufacturability issues [23], [24].

q R_outaglhtyli:anbb? enr:_ancgd tIE multlptle ?ftagtgs mtphysma Recent global routing contest in ISPD-2007 [25] attracted
.es:gn [ H gj lfb routing :js ebn:jos etiec |veds age,- teams from both academia and industry, reflecting the
It plans wire distribution and embeds wires under Aesigil,qisqance of routing. It provided 16 industrial benctwmar

glei with the.a::curftENpm fnd blolclgagl]e mftqrmatlodn Ic? ?aln for 2D and another 8 for 3D) to emphasize the importance
m:_mg Gclort1)8||ss ?. ? Steps, gioba rotu lngthafn ;ﬂ?' routability in global routing and the necessity of via
routing. Global routing plans an approximate path for eagth n ... 200 in layer assignment.

while detailed routing finalizes the exact DRC-compatibte p | - this work, we present BoxRouter 2.0 which consists

to-pin connections. As detailed routing cannot capturefaﬂ/e. two steps, 2D global routing and layer assignment. 2D global

. 2 X . g?Buting boasts strong routability based on two techniques,
rules, global routing should eliminate congestion by ntigga namely robust negotiation-based A* search and topology-

\év';eriéfgq.r:norreefgr:efﬁ ;:r(])gge_zasted regions with the mINIMIz&Svare wire ripup. Meanwhile, layer assignment is enabled
v in-wi 9 via. by novel and efficient progressive via/blockage-awaregiete
This work is supported in part by SRC, IBM Faculty Award, Fujitsu, Sun, anclimear _prOQrammmg (ILI_D)' The major contributions of this
equipment donations from Intel. paper include the following:



Minimum Steiner Tree \

« We propose simple, yet essential dynamic scaling for Progressive ILP

| |
robust negotiation-based A* search. This prevents a | NetDecompositon | | % [Adaptive Maze Routing
router from spinning out of control by balancing historic | PreRouﬂngf& Initial Box— 2‘3 [ Box Ex*pansion ‘
cost and present congestion cost, and ensures consistent < '
routability improvement over iterations. 2
« Instead of ripping up the entire net crossing the congested | PostRouting . Y
regions, we perform topology-aware wire ripup which Fig. 2. BoxRouter 1.0 overall flow [1]

rips up some wires in the congested regions without
changing the net topology. % BoxRouter 1.0

« We propose an integer linear programming (ILP) for BoxRouter 1.0 [1] is based on congestion-initiated box ex-
via/blockage-aware layer assignment to handle blockagasnsion; it progressively expands a box which initially ey
and guarantee the feasibility. Also, we apply progressithe most congested region only, but finally covers the whole
ILP technique for via/blockage-aware layer assignment tircuit. Within each box, BoxRouter 1.0 performs progressi
enhance runtime. integer linear programming (ILP) and adaptive maze routing

« We achieve a complete routable solution of ISPD9® effectively diffuse the congestion as in Fig. 2. To dedite

benchmark in the shortest wirelength for the first timeirst box based on the global congestion view, BoxRouter 1.0
compared with all published academic global routerperforms PreRouting. After all nets are routed, PostRgutin

Also, ours finishes the most of number of circuits withurther improves the solution by rerouting detoured nets.
comparable wirelength on ISPDO7 global routing benciBoxRouter 1.0 [1] shows significantly superior results on
mark, compared with all winning global routers. ISPD98 benchmark, compared with [13]-[15].

The rest of the paper is organized as follows. Section || However, BoxRouter 1.0 has one limitation for highly
presents preliminaries. Section Il provides an overvigiv @ongested designs where one general assumption of global
BoxRouter 2.0. Details on our 2D global routing is describebuting (i.e., 70%-80% of nets are destined to be routed in
in Section 1V, then layer assignment is proposed in Section $imple L-shape pattern [26], [27]) does not hold. In detalil,
Experimental results are discussed in Section VI, followed its progressive ILP formulation for routing only considérs

conclusion in Section VII. shape pattern based on such assumption, but it does not work
well for hard cases where most nets need to be detoured in
Il. PRELIMINARIES complicated patterns. However, considering various nguti

patterns in ILP is prohibitively expensive due to the incea

) ) in the number of variables in ILP.
The global routing problem can be modeled as a grid graph,

where each rectangular region of the circuit can be reptedenC. Negotiation-based Routing
by the same number of vertices as the number of metal Iayersrt is shown that negotiation-based routing is effective in

in the given manufacturing process. Fig. 1 shows a grid graBQngestion elimination for FPGA [28]. The key idea of
for routing from a circuit in multi-metal layer manufactog negotiation-based approach is that the congestion histbry
process. Each metal layer is dedicated to either horizcmtalevery edge in the routing graph will be considered for the
vertical wires. A vertex is called a global routing cell (@Hg, ¢ /e routing. In detail, for each edge there are two cost
and each edg_e represepts the bogndary betweep G-cell;. & ELfbrs: hi(e) for historic cost ati-th iteration andp(e) for
edge has maximum routing capacity, and each wire passing {n& present congestion cost. The combination of these two

edge takes some routing c_apacity based on its \.Nidth/ SPaCAtors will provide the final cost for a wire to pass through
When.the demand from wires exceeds the maximum routing 5 ¢ hi(e) is increased for any congested edgeight after
capacity of the edge, overflow occurs. The number of overflog\éch iteration, an edge which has been congested previously
can be computed as the excessive demand [8], [13]. ThuSegqs 1o have high/’(e). Meanwhile,p(e) is solely related to

global routing is to find paths that connect the pins inside ﬂ?he present congestion ef Thus, considering bothi(¢) and

G-cells through the graph for every net with minimum numbepr(e) as routing cost will guide a router to avoid the presently

of overflows [8]. Since a net may have complex t0p°|°g¥:ongested edges as well as previously congested edgess This

I can be de_composed into two pimires with Rectilinear very efficient technique to spread out wires to less condeste
Minimum Steiner Tree [1], [16]. regions

A. Global Routing Background

IIl. OVERVIEW OF BOXROUTERZ2.0

In this section, we give the overview of BoxRouter 2.0
shown in Fig. 3. The early steps of BoxRouter 2.0 are inspired
by BoxRouter [1], but ours is radically different in a sense
that we have more powerful and systematic way of removing

(a) real circuit with G-cells  (b) grid graph for routing . OV g
Fig. 1. A circuit with netlists can be dissected into multigkids which can cOngestion and assigning layers to wires. BoxRouter 2.0 has

be mapped into graph for global routing [1]. two major steps, 2D global routing (Section IV) and layer
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Greedy Wirelength/Via Minimization which frequently happens for highly congested desi@gné;)
Fig. 3. The overview of BoxRouter 2.0 starts to dominate ovep(e). This implies that a presently

congested edge becomes cheaper to pass through than a
assignment (Section V). When a circuit to route is givemreviously congested edge. This may lead to routing inktiabi
we superpose all the layers into two layers, the horizont@l a sense that the solution quality may get worse with more
and vertical, then perform 2D global routing to maximizéterations due to the unbalance betweégé(e) andp(e). Thus,
routability. Layer assignment follows 2D global routing tao ensure continuous improvement in routability, the bedan
distribute wires across multiple layers, while minimizitite between two costs has to be kept.

number of vias. To address this instability problem and make router robust,
In fact, our 2D global routing can be applied for multipleve scalep(e) by picking the followinga for Eq. (1).

layers (3D) directly, but the advantage of 2D global routing i

over 3D global routing is that it needs less computing power a= mate[h(e)] )

and memory, as the global routing graph shrinks signifigant| p(e)lro

Also, the mapping from 2D solution to 3D solution can bevherep(e)|; .o indicates the congestion cost when there is no
done without making congestion worse, as long as a wigailable routing capacity in an edgelnsight behind sucla
can be splitted to avoid blockages at a cost of via and wiieto make a presently congested edge (no more routing capac-
width/spacing for every wire is fixed as a constant. ity available) passing as expensive as a previously coadest
edge passing. This will discourage creating new overflows,
IV. 2D GLoBAL ROUTING while avoiding previously congested edges.

In this section, we present 2D global routing algorithm. As Fig. 4 shows the effect of robust negotiation-based A*
BoxRouter 2.0 is inspired by PreRouting and BoxRouting &earch by comparing the scaled case (Eq. (2)) and unscaled
BoxRouter [1], we take them to generate the initial routingase ¢=1) on two benchmark circuits. For the unscaled case,
solution as in Fig. 2. However, we improve routability conit reduces the overflows faster than the scaled case for @ whil
siderably by our negotiation-based ReRouting. Our te@iniqut after a certain point, it spins a router out of control and
contributions in 2D global routing include the following: increases the number of overflows. With larger we may

1) Robust negotiation-based A* search:This is an im- delay spinning out of control, but it will eventually occuftex

portant idea to enable continuous astdbleroutability |arger number of iterations. This implies that if circuittiso
improvement during whole rerouting procedure as disrard to be routed in a few iterations, a router becomes so
cussed in Section IV-A. unstable that it cannot improve the routing quality. Meaiteyh

2) Topology-aware wire ripup: The goal is to enhance the scaled case stably reduces the number of overflows even

solution quality further by providing more flexibility in after large number of iterations.

rerouting, while honoring the current routing topology. ] ]
This is presented in Section IV-B. B. Topology-aware Wire Ripup

i When a wire is selected for rerouting, we explore larger
A. Robust Negotiation-based A* search flexibility by ripping up some adjacent wires in the same net,
Instead of maze routing/shortest path algorithm, we adaghile honoring the current routing topology. The reason we
A* search algorithm and use the following cost function. need to honor the current topology is because an abrupt ehang
i Y in congestion map can misguide a router with inaccurate
cost'(e) = h'(e) +aple) + Bd(e) @ congestion estimation.

where regarding an edge h'(e) is a historic cost at-th Consider the example in Fig. 5 where pins are in cir-
iteration,p(e) is the present congestion cost (utilization), andle (a,b,¢,d,e) and Steiner points or bends are in square

d(e) is the distance frone to the target. (1,2,3,4,5,6). As wire 3-4 in Fig. 5 (a) is passing through
We find that there can be a potential stability problera congested region in dark area, it will be ripped up for

with negotiation-based A* search for highly congestedglesi rerouting. Moreover, two connected wires, wired and 4-5

which need a large number of iterations. For every iteratioare ripped up together as shown in Fig. 5 (b). The motivation
hi(e) is increased, it is congested. Thus, after many iterationbehind our ripping up is that a Steiner point or bend (which



TABLE |
THE NOTATIONS INFIG 7.

W (i, s)|a set of wires of a net passing a poing (including pins
P(i) a set of points in a net
® N(7) a set of pins in a net (N (i) C P(4))
Cl(e) a set of wires crossing an edge
(a) before wire ripup (b) after wire ripup Te the avallat;)l_e routlng_ c&pacntgltoflan edge
Fig. 5. Topology-aware wire ripup improves routing flexityiliby ripping Zijk i al Infary vatr.lé.‘ €se Odq |
up some connected wires, but honors the current routing aggol It a wire j 0 f"‘ net. I1s ass,'g_ne aygr
li the layer assigned to a wirgof a neti

Tis the top layer assigned to any wire on a pairg P(¢)
is not a pin) with degree two such dsand4 are not critical [ B,. [the bottom layer assigned to any wire on a pairg P(i)
in terms of routing topology, as they simply bridge two wires

Thus, ripping up wireb-3-4-5 provides more flexibility in MiN & >, > cpy (Tis — Bis) =}, Zije (> 1)

terms of rerouting, while honoring the current topology. s.t: zijk € {0,1} Vi, j, k
V. LAYER ASSIGNMENT >k Zige <1 Vi, g, k
Yok zige =1l Vi, j, k

In this section, we propose a layer assignment for via-

minimization based on progressive integer linear programgm Bis <lij < Tis V(i,j) € W(i,s)
(ILP). When 2D global routing is finished, layer assignment Bis =M1 Vs € N(7)
fqllows to.dlstnbute the wires across th_e layers. Laye_r as- S ikec(e) Fik < Te Ve

signment impacts several design objectives, such as timing _ _ _

noise, and manufacturability, but our layer assignmenniyai Fig. 7. ILP formulation for via/blockage-aware layer assigmt

focuses on via minimization without altering routing topol . _
ogy. This problem similar to constrained via minimizatiodor €ach edge. If a greedy approach (a shorter net is assigned

(CVM) [29]-[31] which is NP-complete [32]. to lower layer) is adopted, it will result in Fig. 6 (b) with 13
vias. But, Fig. 6 (b) has 2 more vias (18%) than the optimal
A. Via/Blockage-aware Layer Assignment assignment in Fig. 6 (c). This is simply because the greedy

Depending on layer assignment, the number of vias c8RProach cannot capture the global view. o
be significantly different. Fig. 6 shows an example of layer Also, as the exact layer |nf0rmat|9n on blockages is diluted
assignment for via minimization, where net b, and ¢ are " 2D global routing, the layer assignment based on the 2D
routed through 2D global routing cells, and pins are showWRUtiNg result may not be feasible. Compare Fig. 6 (c) and
in circle, while a Steiner pointcg) in square. The example Fig- 6 (d) where the blockage is located in)4 and A/2,
assumes four metal layer3/(-1/4), whereM1 and M3 are 'espectively. In Fig. 6 (c), both andy are onM4, enabling
for horizontal wires M2 and M4 are for vertical wires, and all {0 route wirebl — b4 on M 2. However, in Fig. 6 (d), wire

the pins onM 1. Further, a single routing capacity is assumejl — b4 cannot be routeds it is asz is on M2 while y is on
M4. Wire b1 — b4 should be chopped into two pieces such that

it can shuttle fromM 2 to M4 as in Fig. 6 (d). This issue can
be easily addressed by chopping wires, wherever a blockage
exits, but this may result in not only unnecessary vias, laa a
computational inefficiency due to more object to handle.

Motivated by the idea in [1], we propose a ILP formulation
for via/blockage-aware layer assignment as shown in Fig. 7,
3 3 : 3 : : : where the objective is to complete as many wires as possible,
(a) 2D global routing result for(b) suboptimal via-aware layer as- while minimizing the number of vias. This formulation is
net a,b, and ¢ with blockages signment of 13 vias with blockage feasible for any blockage distribution. The unassignedesvir
when M1-M4 are superposed z andy on M4 - - . - .

after solving ILP will be picked up by a maze routing like [1],

but ours is simpler and faster (it only needs to shuttle betwe
layers). Therefore, less number of wires will be chopped tha
the approach of chopping wires for each blockage, resulting
in less number of vias in shorter runtime.

/ / / A B. Progressive ILP for Via/Blockage-aware Layer Assignimen
s d d / vias

; ; ; - A - ILP is computationally expensive, as most solvers use
(c) optimal via-aware layer as{d) optimal via-aware layer as- pranch-and-bound algorithm. Thus, to apply ILP to indastri

signment of 11 vias with blockagesignment of 15 vias with blockage . ; ; -
2 andy on M4 2 on M2 but y on M4 designs, the problem size should be tractable, while mainta

Fig. 6. Layer assignment can determine the number of vias asnsimo{h) ing the g_|0ba| view. We adapt the id_ea of box expansion and
and (c). Also, the location of blockages in 3D can affect ability in (d).  progressive ILP [1] for our layer assignment.




TABLE I TABLE Il

ISPD0O7 IBMBENCHMARKS [25]. ISPD98 IBMBENCHMARKS [34].

namé nets grids | v.cap| h.cap] placer name| nets | grids |v.cap|h.cap|t.capdIb.wlen ¥
adaptecl] 219794| 324x324| 70 | 70 Capo ibm01| 11507| 64x64 | 12 | 14 26 | 60142
adaptec? 260159| 424x424| 80 | 80 mPL6 ibm02| 18429| 80x64 | 22 | 34 56 | 165863
adaptec3 466295 774x779| 62 | 62 Dragon ibm03| 21621| 80x64 | 20 | 30 50 | 145678
adaptec4| 515304| 774x779| 62 | 62 APlace3 ibm04| 26163| 96x64 | 20 | 23 | 43 | 162734
adaptech 867441 465x468| 110 | 110 mFAR ibm05| 27777| 128x64| 42 | 63 | 105 | 409709
newbluel] 331663 399x399| 62 | 62 | NTUplace 3.0 ibm06| 33354| 128x64| 20 | 33 53 | 275868
newblue2 463213 557x463| 110 | 110 | FastPlace 3.@ ibm07| 44394 192x64| 21 | 36 57 | 363537
newblue3 551667| 973x1256 80 | 80 Kraftwerk ibm08| 47944| 192x64| 21 | 32 53 | 402412
a ibm09| 50393| 256x64| 14 | 28 | 42 | 411260
b oot e 0 cases have 6 layers. ibm10| 64227| 256x64| 27 | 40 | 67 | 574407

# total capacity: v.cap + h.cap
VI. EXPERIMENTAL RESULTS " Jower bound wlen computed by GeoSteiner 3.1 [35]

We implement BoxRouter 2.0 in C++, and perform all the,ntime in global routing, unless the main purpose of global

experiments on 2.8 GHz Pentium 32bit Linux machine withy ter is the integration with placement [16]. When tuned for
2GB RAM. Congestion-aware Steiner tree construction uﬁhality ours achieves the best wirelength.

based on Flute [33] is adopted. We use ISPD0O7 benchmark to
demonstrate BoxRouter 2.0 Also, we apply BoxRouter 2.0 to VII. CONCLUSION
ISPD98 benchmark as well. Details on ISPD07 and ISPD98 qdern VLSI design becomes more complex and denser

benchmark are presented in Table Il and Ill respectively. e to the demand for high performance and various function-
A. ISPDO7 Benchmark alities, making ro_gtal_)ility even more challenging. In arde _
cope with routability issue, we propose BoxRouter 2.0 which
We report the results of other global routers entered ISPR5, ropustly eliminate congestion. Experiments demotestra
2007 routing contest [25] as well as that of BoxRouter 2.0 Qe performance of BoxRouter 2.0 in terms of routability and
ISPDO7 benchmark in Table IV. Regarding wirelength, ours {§jrelength/via on ISPD07 and ISPD98 benchmarks. We plan

comparable with FGR, but significantly better than BoxRoutg, improve BoxRouter 2.0 in terms of quality and runtime.
1.9, MaizeRouter (especially for 3D benchmark). However,

BoxRouter 2.0 completes the most number of circuits (12 REFERENCES
out of 16), which ties with BoxRouter 1.9, but with less[1] M. Cho and D. Z. Pan, “BoxRouter: A New Global Router Based

number of total/maximum overflows. For the uncompleted BOIX E)apansion and Progressive ILP,’toc. Design Automation Conf.
July 2006.

circuits (newbluel and newblue3), we have smaller nuUmbg; |nternational Technology Roadmap for SemiconductorRET, 2006.
of maximum overflows, which may be easily fixed during[3] J. Cong, “Challenges and opportunities for design imtimns in

; ; nanometer technologies,” BRC Design Science Concept Pap&&97.
detailed routing. All the results prove that BoxRouter 2&3 h [4] R, Kastner, E. Bozorgzadeh, and M. Sarrafzadeh, “An Efdgorithm

strong rO_Utabi"FYu WhiCh is the _UthSt goal of gl_Obal rowyj for Coupling-Free Routing,” inProc. Int. Symp. on Physical Design
and provides high quality solution in terms of wirelengtalv Apr 2001.

BoxRouter 2.0 requires 1.5GB memory and takes more thdfl D- Wu. J. Hu, and R. Mahapatra, “Coupling Aware Timing Gpitation
and Antenna Avoidance in Layer Assignment,”Rmoc. Int. Symp. on

2 days for the biggest newblue3.3d. Physical DesignApr 2005.
[6] J. Hu and S. Sapatnekar, “A Survey On Multi-net Global fRay for
B. ISPD98 Benchmark Integrated Circuits, Integration, the VLSI Journalvol. 31, no. 1, pp.
. 1-49, 2002.
We use |S|_3D98 benchmark to compare BO_XR_OUter _2-0 Wit —__ A Timing-Constrained Algorithm for Simultaneous Gial Rout-
recently published global routers, LabyrintBhi Dispersion, ing of Multiple Nets,” in Proc. Int. Conf. on Computer Aided Desjgn

DpRouter, BoxRouter 1.0, and FastRoute 2.0. Note that as t%j Nov 2000.

bi . f 1ISPDO7 ilabl J. Westra, P. Groeneveld, T. Yan, and P. H. Madden, “Glétmauting:
Inaries o contestants are not available, we cann Metrics, Benchmarks, and Tools,” iEEEE DATC Electronic Design

compare with them on ISPD98 Benchmark. Table V shows Process Apr 2005.

the performance of each router on ISPD98 benchmark. W&l T. Kutzschebauch and L. Stok, “Congestion aware layabied logic
l h b by th f . synthesis,” inProc. Int. Conf. on Computer Aided Desjgdov 2001.
normalize the numbers by those from FastRoute 2.0, as it qgﬁ H. Wenting, Y. Hong, H. Xianlong, C. Y. W. Weimin, G. J. Gand

been the best in the literature. First, it shows that BoxBout ~ W. Kao, “A new congestion-driven placement algorithm basaccell

2.0 is the 0n|y one which completes ISPD98 benchmark inflation,” in Proc. Asia and South Pacific Design Automation Caldn
R . 2001.
without any overflow. We tune BoxRouter 2.0 for runtime;y} y. Brenner and A. Rohe, “An Effective Congestion-DrivBlacement

and quality respectively, and compare both results witleroth ~ Framework,” IEEE Trans. on Computer-Aided Design of Integrated
global routers as shown in Table V. When tuned for runtimeg,  Circuits and Systemsol. 22, 2003.

. ?'2] M. Burstein and R. Pelavin, “Hierarchical Wire RoutihdgiEE Trans.
although slower than FastRoute 2.0 or DpRouter, ours is 21 on Computer-Aided Design of Integrated Circuits and Systei. 2,

12x faster than the others. But, better congestion distribu no. 4, pp. 223-234, Oct 1983.

tion (no overflow) than FastRoute 2.0 and DpRouter will3] R.Kastner, E. Bozorgzadeh, and M. Sarrafzadeh, “Raf@uting: Use
and Theory for Increasing Predictability and Avoiding Chng,” IEEE

be significantly rewarded in detailed routing by huge speed- 1..1s on Computer-Aided Design of Integrated Circuits Sybtems
up. Therefore, higher quality solution should be prefern®d vol. 21, no. 7, pp. 777 — 790, July 2002.



TABLE IV

COMPARISON BETWEENISPDO7CONTESTANTS ANDBOXROUTER2.00N ISPDO7BENCHMARKS.

BoxRouter 1.9 [25] FGR [25] MaizeRouter [25]| FastRouter [25] BoxRouter 2.0
name wlen®|max.q@ ovfl°| wlen |max.q ovfl | wlen [max.q ovfl | wlen |max.q ovfl || wlen |max.q ovfl
adaptec1.2(158.84| 0 0O |558] O 0 [62.26] O 0 [90.47| 4 | 12258.37] 0O 0
adaptec2.2(155.69| 0 0 |5369 O 0 |57.23] 0 0 |82.46| 12 | 500 | 55.69] 0 0
adaptec3.2a140.87 0 0 |133.34 0 0 [137.7% O 0 |20253 O 0 |[13796 O 0
adaptec4.2a128.73 0 0 [126.0 O 0 [128.45 O 0 |170.8] O 0 ||127.79 O 0
adaptec5.2a164.32 0 0 |155.82 0 0 [176.69 2 2 |251.68 76 |9680(162.11 O 0
newbluel.2d51.13| 2 400 |47.51] 10 |1218|50.93| 16 [1348| 74.1| 32 |1934|/51.13] 2 400
newblue2.2d79.78| 0 0 |7767, O 0 |7964] O 0 |1149% O 0 ||78.68 O 0
newblue3.20111.64 1088|38976108.18 1090|36970114.63 1236|32588154.59 1306(34236|111.61 108838954
adaptec1.3(104.083 O 0 [90.92] 2 60 [99.61] O 0 [248.95 4 | 122 92.04] O 0
adaptec2.3@102.97 0 0 |92.19| 50 2 19812 0 0 |244.41 12 | 500(/94.28| O 0
adaptec3.3(235.87 0 0 |203.44 0 0 |214.08 O 0 |523.21 O 0 |[207.41 O 0
adaptec4.3g211.95 0 0 [186.31 O 0 [194.38 0 0 |469.34 0 0 ||186.42 O 0
adaptec5.3(298.08 0 0 |264.58 2 |2480(305.32 2 2 |707.86 76 |9894(270.41 O 0
newbluel.3d101.83 2 | 400 |92.89] 4 |2668|101.74 16 |1348|248.26 34 |2602|/92.94| 2 | 394
newblue2.3d155.07 0 0 |136.08 O 0 [139.66 O 0 |3796] O 0 ||13464 O 0
newblue3.3{195.511088(38976168.42 636 |53648 184.4| 1058|32840442.72 1306|34236(172.44 364 |38959

2 wirelength: each via is counted as three units of wirelengtimaximum number of overflows on any edge
© total number of overflows, ¢ newblue3.2d and newblue3.3d are proven to be unroutable.

TABLE V

COMPARISON BETWEEN PUBLISHED GLOBAL ROUTERS AND OURS ONSPD98 BENCHMARK

Labyrinth [13] [Chi Dispersion [14] DpRoutef[18] [BoxRouter 1.0 [1JFastRoute 2317]|| BoxRouter 2.0(| BoxRouter 2.0(}
name| wlen [ ovfl[cpu(s) wlen [ovfl[cpu(s) wlen Jovflicpu(s) wien Jovfllcpu(s] wien [ovfl[cpu(s)| wlen Jovflicpu(s) wlen Jovflcpu(s
ibm01| 77K [398] 21.2 | 66006| 189| 15.1 | 63857|125 0.51| 65588102 8.3 | 68489 31| 0.94 [[66529| 0 | 3.5 [62659| 0 | 32.8
ibm02| 205K | 492| 34.5|178892 64 | 47.9 178261 3 | 1.26|17875933| 34.1 (178868 O | 1.16 (|180053 0 | 4.6 {171110 0 | 35.9
ibm03| 185K | 209| 36.3 |152392 10 | 35.2 |150663 0 | 0.78|151299 0 | 16.9 150393 O | 0.75 ||15118% 0 | 3.5 [146634 0 | 17.6
ibm04| 197K | 882| 83.5|173241465| 54.1 (172608165 1.93|173289309 23.9 (17503764 | 1.88 ||17676% 0 | 27.4|16727% 0 | 115.9
ibm0§| 346K | 834| 104.3|289276 35 | 80.1 |28602% 14| 2.41|28232% 0 | 33.0|284935% 0 | 2.35 (288420 0 | 8.4 (277913 0 | 47.4
ibm07| 449K | 697| 228.1|378994 309| 122.2|37913399 | 2.94|378876 53| 50.9 [37518% 0 | 2.00 (|377072 0 | 14.4|365790 O | 85.9
ibm08| 470K | 665| 238.7|415285 74 | 113.8/41230856 | 3.34|41502% 0 | 93.2 411703 O | 2.95 (|41828% 0 | 17.1|405634 0 | 90.1
ibm09| 481K | 505| 359.3|427556 52 | 125.1|41919947 | 2.56 |41861% 0 | 63.9 [424949 3 | 2.40 (|431298 0 | 17.1|413862 0 | 273.1
ibm1Q| 680K | 588| 435.7|599937 51 | 212.9|59846(0 46| 4.14 593186 0 | 95.1 595622 0 | 3.49 ||610680 O | 17.2(590141 0 | 352.4
total ||[3089K5.2K|1541.62682K]1249 806.4| 2661K|555 19.9|2657K[497419.3/2665K]| 98] 17.9 [|2700K] 0 [113.42601K]| 0 [1151.1
ratio || 1.16 {53.8 86.0| 1.01 [12.7| 45.0| 1.00 |5.7] 1.1 | 1.00 |5.1| 23.4| 1.00 |1.0] 1.0 || 1.01 |[0.0] 6.3 | 0.98 |0.0] 58.7

@ the numbers are quoted from [18] and [17] respectively, and rustiane scaled based on Labyrinth speed.
b tuned for runtime, ¢ tuned for quality
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