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ABSTRACT

Line-edge roughness (LER) highly affects the device satura-
tion current and leakage current, which leads to serious de-
vice performance degradation. In this paper, we propose the
first layout-aware LER model where LER is highly related
to the lithographic aerial image fidelity and neighboring ge-
ometric proximity. With our new LER model, we perform
robust LER aware poly layout optimization to minimize the
degradation of device performance, in particular leakage cur-
rent. The results on 32nm node standard cells show average
91.26% reduction of leakage current and 4.46% improvement
of saturation current at the worst case despite 8.86% area
penalty.
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B.7.2 [Hardware, Integrated Circuit]: Design Aids

General Terms

Algorithms, Design, Performance
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1. INTRODUCTION
As semiconductor device nodes continue to shrink down

to 32nm and below, the complexity of designs is significantly
increasing due to process variation. Among sources of pro-
cess variation, lithographic printability variation is one of
the most fundamental challenges because it directly impacts
on yield and performance [1,2]. Line-edge roughness (LER)
due to lithography was regarded as a small fraction of the
statistical variability in the past since the critical dimensions
(CD) of MOSFET was much larger than LER. However, as
the aggressive scaling continues into the nanometer regime,
LER does not scale accordingly and becomes an increasingly
larger fraction of the gate length.For channel lengths above
32nm the random dopants are the dominant source of fluc-
tuations, but below this channel length LER takes over and
becomes a major fluctuation source [3]. Thus it can be one

of the performance limiting components for 32nm and below
technologies.

LER is mainly caused by erosion of polymer aggregates
at the edge of photo-resist (PR) during development pro-
cess [4]. To address LER impact, many works have been
proposed in a simulation manner [5–8]. [9,10] presented the
impact of LER on the variation of threshold voltage with sta-
tistical timing analysis. Even if many works on LER mod-
eling have been performed, these works have been focusing
on process level and unit device level simulation. According
to our experiments, LER is highly related to lithography
image fidelity which is mainly driven by lithography pro-
cess and layout proximity. Since each device in a cell might
have different LER due to different layout proximity, there
is great demand to study on a cell level LER model which
considers neighboring pattern proximity due to lithography
to analyze the impact of LER on circuit performance, in
particular leakage current.

In this paper, we propose a LER-aware layout optimiza-
tion to minimize leakage current in a cell. Our approach
is mainly based on a new LER model where the root mean
square (RMS) roughness of LER depends on layout prox-
imity in lithography. The major contributions of this paper
include the following:

• This is the first study on a layout dependent LER
model which is a function of neighboring patterns and
image fidelity. The idea is based on the fact that dif-
ferent gates might have different LER values due to
pattern proximity and lithography process variation.

• We propose poly layout optimization by considering
LER in a standard cell. Since the relationship be-
tween LER and layout proximity shows a convex form,
we find a globally optimal design where the layout is
robust from LER, lithography process variation, and
even circuit performance variation.

The rest of the paper is organized as follows: Section 2
describes a LER model and its impact on device currents.
Section 3 presents the layout dependent LER model. Sec-
tion 4 proposes the formulation and algorithm of the poly
layout optimization. Experimental results are shown in Sec-
tion 5, followed by conclusions in Section 6.

2. LING-EDGE ROUGHNESS

2.1 Modeling of Line-Edge Roughness (LER)
LER, one of the dominant random variations, is caused by

the interaction of light and thermal bombardment with the
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molecular nature of photoresist materials in the acid gener-
ation, the acid diffusion and development process in chemi-
cally amplified resists (CAR) [4]. LER is a random fluctu-
ation in the gate length and has influence on both edges of
the gate.

LER is often expressed by the power spectral density (PSD)
which is theoretically the Fourier Transform of the auto-
correlation function [5,6,11]. Let us define z(x) as a 1D dis-
tribution of edge locations. PSD, S(f), is mathematically
defined as;

S(f) = lim
L→∞
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L
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Therefore the auto-correlation function, R(τ ), is formulated
as;

R(τ ) = F
−1 {S (f)} = lim

L→∞
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(2)
The RMS roughness, σ, is often defined in terms of z(x) as;

σ
2 = lim

L→∞
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Thus the auto-correlation function, R(τ ), follows an expo-
nential function by the distance r for line edge as the fol-
lowing;

R (r) = σ
2
exp

−( r
Lc

)2α
(4)

where Lc is the correlation length, σ is the standard devia-
tion of line edge, and α is related to the fractal dimension D

(α = 2-D). Therefore, PSD is approximated as the following
equation [5];

S (k) =
2σ2Lc

(1 + k2L2
c)

0.5+α (5)

where k = 2πf , f = i 1
N∆z

, and 0 ≤ i ≤ N
2
, N is the

number of points along the line. Hence, the LER for a large
number of resists can be characterized by three numbers, σ,
Lc, and α. With the magnitude information provided by
S(k), we can reconstruct random line edges by applying a
random phase to each frequency component of the PSD to
form a unique signal in the frequency domain. A line edge
with roughness can be simulated by doing an inverse Fourier
transform of this signal.

Figure 1(a) shows LER profiles from Eq. (5) with Lc=25nm,
3σ=4nm and ∆z=1nm at three different values for α of 0.2,
0.3 and 0.8. The α is related to the high-frequency fluctu-
ations of LER [5]. The higher α shows less high-frequency
fluctuation and smoother line edge, whereas the lower α sig-
nifies more high-frequency fluctuation and rough line edge.
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Figure 1: Demonstration of LER with α and σ
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Figure 2: LER impact on Ion and Ioff

Meanwhile σ, RMS amplitude, is the most important pa-
rameter for LER. Figure 1(b) shows two simulated rough-
ness profiles with different values of σ. σ corresponds to the
transversal magnitude to the line, and the larger σ shows
greater roughness of the line. Among the major LER pa-
rameters, Lc and α are highly dependent on the photoresist
type and relatively less critical than σ [11]. Thus in this
paper we are focusing on presenting LER with regard to σ.

2.2 Impact of LER on Device Currents
Based on Eq. (5), we directly generated LER on a gate line

and investigated device saturation current and leakage cur-
rent variation with the amount of LER in a 32nm Inverter
cell. For those results, we extract the effective gate length
for non-rectangular gates having LER noise using a gate seg-
mentation technique [8,12]. Figure 2(a) shows the impact of
LER on saturation current of a conventional NMOS device.
The black circled dot represents the average of the variation,
and the small bars show the upper and lower bound of the
variation. The upper and lower bound are equivalent to +3σ
and -3σ from the nominal value. As shown in the result of
saturation current, the deviation between the upper bound
and the lower bound is highly increased as LER increases
while the average values are slightly increased.

The impact of LER on gate leakage current is much more
critical than that of saturation current as shown in Fig-
ure 2(b). As LER increase, both the upper bound and the
average leakage current are dramatically increased. Figure 2
reveals that when the RMS LER value is 7nm from its gate
edge, the worst case saturation current and leakage current
are as much as 100% and more than one million times com-
pared to the nominal current, respectively.

2.3 Our Contributions
Leakage power is a significant portion of the total power

consumption in sub-30nm devices. Moreover, leakage is one
of the critical factors which prevent semiconductor devices
from continuously shrinking. As shown in the results of
Figure 2, small LER on gate causes huge amount of leakage
current. In other words, small improvement of gate LER
can reduce lots of leakage current. This illustrates that the
poly layout optimization by considering the impact of LER
on devices current, in particular leakage current is crucial
for sub-32nm node devices.

Even though a conventional LER model generates a phys-
ically meaning edge shape, it does not describe any depen-
dency of neighboring pattern proximity. In a standard cell,
there are a lot of patterns having various aerial image con-
trasts. Even in a single line, LER might be different with
regard to layout positions where aerial image quality could
be non-identical. In order to analyze the impact of LER
on device performance, we should use a layout dependent
LER model which considers both aerial image fidelity and
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neighboring pattern proximity.
Our goal in this paper is (1) to propose a new LER

model which considers both neighboring pattern proximity
and lithography process robustness, (2) to optimize poly
layouts by minimizing the total amount of LER, and (3) to
eventually reduce device leakage current in a cell. To the
best of our knowledge, our work is the first attempt to ab-
stract out the impact of LER from the process simulation
realm into the gate level and to apply the new LER model
to poly layout optimization for leakage minimization.

3. LAYOUT DEPENDENT LER MODEL
LER is a strong function of aerial image quality because a

higher aerial image contrast results in a smaller transition re-
gion in photo-resist (PR) polymer dissolution behavior [13].
It implies that LER does not always follow random charac-
teristic while it can be modeled in a systematic approach.
ILS (image log-slope) is a single metric which is capable of
explaining aerial image quality due to lithography proximity.

I
th

slope

mask

aerial image

Figure 3: Illustration of ILS (image log-slope)

The slope of the aerial image intensity, I , as a function
of position, x, measures the steepness of the image in the
transition from bright to dark of aerial image light as shown
in Figure 3. To be useful it must be normalized to the
threshold aerial image (Ith) which is the image intensity at
the desired level. Dividing the slope by the intensity will
normalize out this effect. ILS is defined as follows;

ILS =
1

Ith

dI

dx
=

dln(I)

dx
(6)

where ILS is measured at the nominal line edge as shown
in Figure 3. The higher ILS means the better image fi-
delity. ILS is used to evaluate the lithographic usefulness of
an aerial image [14]. According to [15], the RMS magnitude
of LER is highly related to ILS as shown in Figure 4(a). As
ILS decreases, the magnitude of LER increases. In the same
way, LER decreases and becomes saturated to a certain level
as ILS increases. The LER trend might vary due to lithog-
raphy process conditions. The point is that LER is a strong
function of image fidelity in lithography.

Thus we characterize the resulting LER as a function of
ILS of the aerial image by sweeping the pitch of gate poly
from 80nm to 230nm. Note that the nominal gate pitch is
usually 3 or 4 times larger than the gate length in a standard
cell layout. Since the nominal gate length (≈ CD of poly
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Figure 4: Relation among LER, ILS, and Pitch
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line) in our design is 30nm, 80nm poly pitch means 50nm
space between two poly lines.

As shown in Figure 4(b), as the poly-to-poly space in-
creases, ILS is larger and has a zenith at around 100nm
space, then the value of ILS is decreased. This is because
at the dense pitch (≈ smaller space) the aerial image is dis-
torted due to approaching the lithography resolution limit.
Meanwhile at the sparse region (≈ larger space) the aerial
image is also degraded due to the neighboring light proxim-
ity. Another observation in Figure 4(b) is that as ILS in-
creases, the layout is less affected from lithography process
variation, which implies that the pitch having the minimum
LER is more robust from process variation.

From the results of Figure 4(a) and Figure 4(b), we can
get the relationship between the RMS magnitude of LER
and poly space as shown in Figure 5. Since the RMS rough-
ness, σ, is represented as a polynomial function or a piece-
wise linear function which considers the impact of pattern
pitch on lithography process, we can get a new PSD function
which takes the neighboring pattern pitch into consideration
as shown in Eq. (7).

S (k) = 2σ(x)2Lc

(1+k2L2
c)

0.5+α (7)

where, σ(x) =
∑N

i=0 aix
i, i = 0, ..., N

or, σ(x) =







−α1 · x+ β1 if x ≤ xp1

α2 · x− β2 if x ≥ xp1

β3 if x ≥ xp2

x > P ,where P is process violation

x < D,where D is design violation

where, N is a non-negative integer, x is a distance variable
of poly space, xp1 is a position where LER has the mini-
mum value, xp2 is a position where LER becomes saturated,
ai is a fitting parameter for a polynomial function and α

and β are fitting parameters for a piece-wise linear function.
The constraint of x is to keep the poly-to-poly space x to be
within given process tolerance P and layout design tolerance
D. The process tolerance, P , defines the limitation of lithog-
raphy patterning for poly layer. In other words, we can not
get a proper gate patterning image below a certain pitch of
poly. Meanwhile the design tolerance, D, is defined by the
maximal allowable pitch of poly lines which represents the
area constraints of a cell. It is defined in an early design
stage given required drive strength and design specification.
Thus a poly space beyond a certain design tolerance is not
allowed in a cell.

The space of poly lines in a standard cell might differ
from the neighboring pattern. Moreover a gate line might
suffer from several LER due to complex pattern proximity
which should be considered at the layout optimization step.
By calculating the polygon space of poly lines, we can get
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the RMS amount of LER on poly edges which is directly
implemented into printed images for gates in a cell.

4. LER-AWARE POLY OPTIMIZATION

4.1 Problem Definition
Since the minimum pitch of poly layer has been approach-

ing the theoretical resolution limit, the poly layer is usually
drawn with simple 1D-type line and space (L/S) regular de-
sign approach for sub-32nm node design [16]. Then the poly
layout optimization is performed by identifying opportuni-
ties to enforce as many recommended design rules (RDR)
as practically feasible. Since the poly layout is formed with
a straight L/S type, the poly layer does not seem likely to
show any systematic lithography variation due to its sim-
plicity. However we could see large LER even in a simple
L/S type poly pattering because the current RDR usually
does not consider the impact of LER despite its criticality
and because each transistor in a cell might have a different
pitch and LER.

Let us revisit the goal of poly layout optimization for stan-
dard cells - the basic objective is to improve parametric yield
or reducing systematic variability in cell current and leakage
power. Our layout optimization is done in an early design
stage rather than at the final mask synthesis step. As we
mentioned in Section 1, the impact of LER has highly in-
creased below 32nm node. Thus, it is required to reflect
lithographic LER in the design stage. Consequently, there
are three issues with the current poly layout optimization
approach for standard cells:

• The design rules are applied to all devices and all layers
without any consideration of the impact of LER.

• There is no good mechanism of LER to quantify the
improvement due to optimization of the standard cells
in terms of its performance.

• It is difficult to quantify the impact of LER on device
performance, in particular current and leakage power.

4.2 LER-aware Optimization Flow
The flow of our LER-aware poly layout optimization is

mainly divided into three steps:

Define cell width We first calculate the optimum poly pitch
for minimum LER value and define the cell width by
multiplying by the optimum pitch and the number of
poly grid lines. The dummy poly lines are placed on
the left and right edges of a cell to reduce the gate
proximity from neighboring cells.

Assign device criticality The devices within a cell can be
ranked based on their sensitivity contribution because
different transistors have inherently different perfor-
mance sensitivity to the same amount of gate length
variation due to LER [1].

Minimize LER Despite of finding an optimal pitch, some
poly lines might have different neighboring geometry.
Thus, we finely optimize the poly lines by minimizing
the total weighted amount of LER in a cell. Since
LER polynomial shows a convex shape within a design
tolerance, we can get the globally optimal positions of
the devices in a cell.

4.3 Formulation and Algorithm

4.3.1 Find an optimal poly pitch

As shown in Figure 5, the RMS magnitude of LER is
highly dependant on poly layout pitch. Although the in-
put optical conditions for poly patterning might be different
from poly design and devices specification, the poly pattern-
ing generally shows a trend in which the ILS of aerial image
has the maximal value as shown in Figure 4(b), and in which
the poly layout is the most robust from the lithography pro-
cess variation. Therefore, from the results of Figure 5, we
can mathematically formulate an optimal pitch of poly lines
with the minimal LER impact as follows:

min : σ(xL) + σ(xR) (8)

where, σ(x) =
∑N

i=0 aix
i, i = 0, ..., N

where σ(xL) is the RMS roughness of the left edge (xL) of
a line, and σ(xR) is one of the right edge (xL). The RMS
roughness (σ(x)) of a line edge is formulated by an N th order
polynomial function as shown in Eq. (7). Since the distances
from left and right poly are same, both line edges usually
have a same amount of LER value.

The objective is to minimize RMS edge roughness on both
the left and right edge of a line. In this formulation, we as-
sume that there is a globally optimized pitch within process
and design constraints as shown in Figure 5. These assump-
tions are reasonable because of the following two reasons:
(1) The LER trend has a remarkable global minimum and
then it is saturated for large pitch. (2) Furthermore all
other local minimal points can be ignored due to area de-
sign constraint. Thus the LER polynomial shows a convex
shape within allowable process and design constraints. Due
to the convexity, we can obtain the globally optimal position
of gate poly layer for minimal leakage current.

The changed poly pitch might vary the poly printed im-
age, device’s channel stress and performance. If optimal poly
pitch is smaller than the original design, the cell area could
be reduced. Yet, its reduced poly pitch may affect on de-
vice’s channel stress which might degrade the devices perfor-
mance [17]. However, the optimal poly pitch is found at the
best position where poly patterning shows the most robust
on lithography process, which compensate the device sat-
uration current degradation by improving gate LER value.
Meanwhile if optimal poly pitch is larger than the origi-
nal pitch, the cell area might be increased, which, however,
enhances device’s channel stress on dual stress liner [17].
Most of all, even though there happens small degradation
on the device saturation current due to the optimization of
poly pitch, the leakage current is highly decreased for both
cases because small reduction of LER induces huge amount
of leakage improvement.

4.3.2 Cell layout optimization

Generally in a standard cell there are several transistors as
shown in Figure 6. Since the position of each transistor cor-
relates neighboring transistors, we should find the optimal
positions for all transistors in order to minimize LER. Let
T be the set of geometrically coupled transistors (indexed
by j), xj be the x-directional position in a cell. The opti-
mization for xj can be done as shown in Eq. (9) where the
objective is to minimize the total amount of LER by find-
ing the optimal positions of all transistors in T . Note that
the cell width (Wcell) is first defined based on the optimal
pitch information from the result of Eq. (8); the position
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Figure 6: LER aware poly layout optimization

of dummy poly lines are fixed, and the all transistors are
just allowed to change their position within design tolerance
from xjmin

to xjmax .

min :
∑M

j=1 Ψj{σ(xL) + σ(xR)}j | ∀j ∈ T (9)

where, σ(xL,j) =
∑N

i=0 ai(dL,j)
i ∀j ∈ T

σ(xR,j) =
∑N

i=0 ai(dR,j)
i ∀j ∈ T

dL,j = xj − xj−n

dR,j = xj+n − xj

s.t. : xjmin
≤ xj ≤ xjmax ∀j ∈ T

xmax − xmin = Wcell

where, n is a positive integer, dL,j and dR,j are distances
from the edge of the jth poly line to poly lines located in
the left and right side, respectively. Ψj is a device criticality
of jth transistor to gate length variation in a cell.

As a general principle, the current and delay variation is
different from the input timing arcs. Some devices have
significant impact on falling arcs while the other devices
have significant impact on rising arcs. It implies that each
transistor has different delay sensitivity due to gate length
variation, in particular LER. Therefore, we should ensure
that highly sensitive devices from gate length variation due
to LER be given higher priority during layout optimization
while less sensitive devices can allow relatively larger amount
of LER. The devices within a cell can be ranked based on
their sensitivity contributions to the cell’s delay sensitiv-
ity [1].

Since every transistor might have difference proximity due
to neighboring patterns, we should consider the impact of
neighboring patterns in a cell. As shown in Figure 7, to take
the neighboring proximity into account we divided an edge
into multiple segments, which is similar to a method of a
conventional model-based OPC. Thus each segment might
have different LER due to the distances of the neighboring
patterns. Assume as shown in Figure 7 where a gate edge
consists of three segments, S1, S2, and S3, their heights and

0x
1x 2x 3x

3h

2h

1h

H

1d

2d

3d

0x
1x 2x 3x

3h

2h

1h

H

1d

2d

3d

Figure 7: LER calculation for neighboring proximity

distance from neighboring patterns are h1, h2, h3 and d1, d2
and d3, respectively.

The LER contributions of three segments in a polynomial-
type LER function are as following equations:

σj(x) =
N
∑

i=0

aid
i
j =

N
∑

i=0

ai(xj − x0)
i|j=1,2,3 (10)

Since the total LER contribution on an edge of a gate is
defined by the average of all contributions of segments, the
effective LER value on a gate edge is as follow:

σ(x) =
h1

H
σ1(x) +

h2

H
σ2(x) +

h3

H
σ3(x) (11)

where H is the total gate height. Generally, if there are P

number of segments in an edge, we can calculate the LER
value of the edge as follow:

σ(x) = 1
H

{

h1 ·
∑N

i=0 aid
i
1 + ...+ hP ·

∑N
i=0 aid

i
P

}

(12)

=
∑N

i=0
ai

H

{

h1 · d
i
1 + h2 · d

i
2 + ...+ hP · diP

}

where all dP s are distances from the edge of a jth gate, which
can be represented by xj positions.

If we fit the relationship between LER and poly pitch
with a piece-wise linear model, Eq. (12) should be shown
with a simpler linear function in terms of position, xj . Even
though a conventional polynomial function can have a lot
of local minimum according to the index, the LER trend
fitted form of the experimental data usually has a global
minimum within a certain design range. Since the RMS
edge roughness shows a convex form or a simple linear form
given poly space and the total LER is a linear sum of the
LER of all gates, we can find the optimal position of each
transistor in a cell in a polynomial time [18].

5. EXPERIMENTAL RESULTS
We implemented LER on gate printed images and the

poly layout optimization in Tcl and Perl script language and
tested with Nangate 45nm open cell library [19]. To apply
to 32nm standard cell, we shrank Nangate cells into 32nm
dimension. Furthermore we put dummy poly lines beside
the main poly to prevent the poly patterning from the prox-
imity of neighboring cells as industrial cells are adopted for
32nm node logic design. The nominal gate length is 30nm
for all standard cells.

We used Calibre-Workbench from Mentor Graphics to get
ILS values for various poly pitches. Our optical parameters
are wavelength (λ) = 193nm, numerical aperture (NA) =
1.25 immersion lithography, and dipole unpolarized illumi-
nation σ = 0.9/0.7. For process variation we put the focus
±50nm. We directly implemented LER on poly printed im-
ages made by OPC and lithography simulation where we
applied LER just on gate region (≈ poly on active) to save
computational resources. We generated more than one thou-
sand LER patterns for a particular RMS value of LER so
that the results are shown as a distribution similar to a nor-
mal distribution. For the 32nm circuit simulation, we used
32nm Predictive Technology Model (PTM) [20].

Using these LER impact on the device currents, we opti-
mized the poly layout of standard cells as shown in Table 1
and 2. The poly-to-poly space of the non-optimized cell is
84nm and the corresponding 3σ LER is 4.80nm. Meanwhile
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Table 1: Improvement of Ion Saturation Current
Cell Before Opt. (α) After Opt. (β) Imprv(β:α)(%) Area

(A) Norm Worst Norm Worst Norma Worstb %

INV 2.9E-4 2.4E-4 2.9E-4 2.5E-4 -0.71 4.81 7.60
NAND2 1.5E-4 1.3E-4 1.5E-4 1.3E-4 -0.65 4.60 8.55
NAND3 1.0E-4 8.5E-5 1.0E-4 8.9E-5 -0.58 4.39 9.12
NOR2 5.9E-4 4.8E-4 5.9E-4 5.0E-4 -0.68 4.84 8.55
NOR3 8.8E-4 7.2E-4 8.8E-4 7.5E-4 -0.69 4.83 9.12
MUX2 2.0E-5 1.3E-5 2.0E-5 1.4E-5 -1.16 3.30 10.20

average -0.75 4.46 8.86

a Negative value corresponds to the decreased saturation current.
b Positive value represents an increased current from the current
of the before optimization. The larger current means the better
variation at the worst process corner.

Table 2: Improvement of Ioff Leakage Current
Cell Before Opt. (α) After Opt. (β) Imprv(β:α)(%) Area

(A) Norm Worst Norm Worst Norma Worsta %

INV 4.2E-7 8.1E-5 2.2E-7 4.5E-6 47.21 94.50 7.60
NAND2 1.4E-7 2.1E-5 8.3E-8 9.4E-7 39.70 95.51 8.55
NAND3 1.1E-7 1.2E-5 7.0E-8 6.6E-7 37.74 94.44 9.12
NOR2 8.4E-7 1.6E-4 4.4E-7 8.9E-6 47.20 94.51 8.55
NOR3 1.3E-6 2.4E-4 6.6E-7 1.3E-5 47.21 94.50 9.12
MUX2 3.2E-6 1.9E-4 2.5E-6 4.9E-5 22.48 74.12 10.20

average 40.26 91.26 8.86

a The smaller leakage current means the better variation at the
worst process corner.

we found that the best poly-to-poly space for LER mini-
mization is 97nm where the minimum 3σ LER is 3.95nm.
The gate length variation due to LER follows a distribution
which has the upper bound corner and the lower bound cor-
ner. The variation due to LER is defined for three different
conditions: (a) a nominal condition (b) +3σ and (c) −3σ
variations. The ±3σ variations result in the lower (∼thinner
line) and upper (∼thicker line) bounds. We compared the
nominal and the worst condition. The worst condition
represents the maximal gate length for saturation current.
Whereas, the worst corner for leakage current means when
the gate length due to LER has the minimum value. The
area increment is correlated with the number of input gates.
Meanwhile, the maximum area penalty is as much as 11.4%
regardless of the number of input gates in a cell.

Table 1 compares Ion currents between before and after
optimized cases. It shows that the cell currents at the nomi-
nal is slightly decreased on average 0.75% after optimization.
This is because the gate printed image before optimization
has larger LER value, such that the more current is induced
through the smaller gate length regions due to LER. Mean-
while, the saturation current at the worst case after opti-
mization is somewhat increased on average 4.46%. It can be
shown that the MUX2 has relatively large current variation
compared to other cells. That is because the poly layout
of MUX2 is more irregular than other cells, hence LER of
MUX2 is relatively larger than others. We entirely reduced
the saturation current variation between +3σ and -3σ cor-
ners. However the LER-aware layout optimization does not
highly improve the saturation current in our experiments.
Even its low impact, the results show that the optimized
layout is more robust to LER variation.

In Table 2, we presented leakage current between before
and after optimization. After optimizing cell layouts, the
nominal leakage is highly decreased up to 47%. It implies
that small reduction of Leff causes a huge amount of leakage
decrease. The result of leakage current at the worst case is
more interesting. The leakage current shoots up from the
small reduction of Leff . As shown in the results, the worst
case leakage after optimization is dramatically reduced as
much as 91.26% on average. This is because the leakage
is exponentially increased due to LER in the worst case as
shown in Figure 2(b).

6. CONCLUSION
We have proposed a layout-aware LER model which con-

siders various LER values due to layout proximity. Based
on the proposed LER model, we have optimized poly layer
in standard cell library to maximize the worst case satu-
ration current as well as to minimize leakage current. Our
approach practically and effectively improves the circuit per-
formance and hence yield. Experimental results with 32nm
node standard cells show that our layout optimization with
a new LER model can substantially improve the device per-
formance, in particular leakage current. As a future work,
we can extend the framework into metal layer optimization
for improving metal delay and reliability.
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