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Abstract—This paper proposes an efficient algorithm to synthesize prefix graph structures that yield adders with the best performance-area trade-off. For designing a parallel prefix adder of a given bit-width, our approach generates prefix graph structures to optimize an objective function such as size of prefix graph subject to constraints like bit-wise output logic level. Given bit-width \( n \) and level \( L \) restriction, our algorithm excels the existing algorithms in minimizing the size of the prefix graph. We also prove its size-optimality when \( n \) is a power of two and \( L = \log_2 n \). Besides prefix graph size optimization and having the best performance-area trade-off, our approach, unlike existing techniques, can 1) handle more complex constraints such as maximum node fanout or wire-length that impact the performance/area of a design and 2) generate several feasible solutions that mitigate constraints such as wire congestion or power consumption that are difficult to model as constraints during logic synthesis. Experimental results demonstrate that our approach improves performance by 3% and area by 9% over even a 64-bit full custom designed adder implemented in an industrial high-performance design.
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I. INTRODUCTION

DATAPATH logic constitutes a significant portion of a general purpose microprocessor and frequently occurs on the timing-critical paths in high-performance designs. Arithmetic components, such as adders, multipliers, shifters are the basic building blocks in datapath logic and hence, to a great extent dictate the performance of the entire chip. Binary addition is one of the most fundamental and widely used arithmetic operations in microprocessors. Today, adders are designed in two ways—either manually through full custom design or in an automated manner using synthesis tools. In a custom adder design methodology, a designer has to manually choose between regular adder structures such as Kogge–Stone [1], Sklansky [2], Brent–Kung [3], Han–Carlson [4], and tune physical design parameters such as placement, gate sizing, buffer optimization to maximize performance under power constraints for the target technology [5], [6]. Hence, custom adder design methodology is expensive, takes a long time to converge to a satisfactory design, and is inflexible to late design changes.

In contrast, automated synthesis approach is productive and flexible to late design changes but traditionally has lagged behind in performance as compared to custom designs. Therefore, the prevalent design approach for high-performance datapath logic continues to be custom design. In the past, several algorithms have been proposed to generate parallel prefix adders targeting minimization of the size of the prefix graph \( s \) under given bit-width \( n \) and logic level \( L \) constraints. A prefix graph is said to be zero deficiency if \( s + L = 2n - 2 \), [7] has proved this theoretical bound for \( L \geq 2 \log_2 n - 2 \) with uniform input profile. In [8], zero-deficiency prefix graphs \( Z(L) \) are proposed, where \( Z(L) \) has the provable maximum bit-width for a given depth \( L \) among all zero-deficiency prefix circuits. The bit-width of \( Z(L) \) circuit is given by \( N_2(L) = F(L + 3) - 1 \), \( F \) denotes the fibonacci function for \( L > 1 \). Compared to [7], [8] indeed gives a more general bound for size of the prefix graphs. For instance, \( N_2(6) = 33 \), so for a prefix graph of bit-width 32 and level 6, the minimum achievable size \( s_{min} = 32 \times 2 - 2 - 6 = 56 \), which Snir fails to give as \( 6 < 2 \times 5 - 2 \). Ladner and Fischer [9] present a recursive construction of parallel prefix graphs to obtain a trade-off between \( s \) and \( L \), but it could not even achieve the bound provided by [7]. Other existing algorithms like a greedy depth-decreasing heuristic [10], dynamic programming based approaches [11], [12], or non-heuristic optimization [13] could achieve this bound for some cases but yield sub-optimal result as logic level constraints are reduced (for e.g., to \( \log_2 n \))—which is more relevant for high performance adders. In [12], an algorithmic approach is proposed to achieve minimal delay at all output bits for uniform/non-uniform input profile, although this paper does not focus on minimizing the size of the prefix graph. Reference [13] presents an algorithm for the generation of parallel prefix structures for arbitrary level constraints to minimize the size, but it fails to get size-optimal solutions for levels closer to \( \log_2 n \). Reference [14] proposes logarithmic adder structures with a fan-out of 2, and presents a model to analyze the area-delay product of those structures. However,
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the key limitation of [14] is that these parallel prefix structures have more than \( \log_2 n \) levels leading to a compromise in performance. Reference [15] attempts to generate a family of adder structures for \( \log_2 n \) levels, but that does not give the size-optimal solutions. In [16], an exhaustive approach is attempted to explore the optimal arithmetic-circuit architectures through selective factorization, but it is very limited in terms of scalability.

The most recent approach [11], that uses dynamic programming (DP) on a restricted search space to generate a seed prefix graph followed by an area-heuristic to further reduce the size of the seed prefix graph, is the most effective in minimizing the size of the prefix graphs. However, the quality of the area-heuristic solution depends on the selection of seed solution from DP, which is not unique. Furthermore, this algorithm cannot handle fanout/wire-length constraints on nodes in the prefix graph or arrival/required time constraints on individual input/output bits that impact the performance, area, and power consumption of the adder after physical design.

To tackle these issues, this paper proposes an efficient algorithm to generate prefix graphs for synthesizing adders with the best performance-area trade-off. In this approach, prefix graph structures are constructed in bottom-up fashion by exhaustively generating all possible \( n+1 \) bit prefix graphs from \( n \) bit prefix graphs. For scalability to large adders up to 128 bits, our approach proposes a novel compact data structure for manipulating prefix graphs, efficient memory management techniques like lazy copy for storing several prefix graph solutions, and search space reduction strategies like level-restriction, dynamic size pruning, repeatability pruning for targeting prefix graph structures relevant for achieving the best performance-area trade-off. Furthermore, we have described a method to generate size-optimal solutions for any \( 2^m \) bit adder with level restriction of \( m \). Compared to existing algorithms our approach has the following advantages.

1) It provides a way to generate size-optimum prefix graph structures for \( 2^m \) bit adder with level \( m \) and theoretically proves its optimality.

2) It is more effective than all existing algorithms in minimizing the size of the prefix graph for given bit-width \( n \) and arbitrary logic level, including bitwise input/output logic level constraints.

3) It provides greater opportunity for improving performance of the adder because the algorithm can handle fanout/wire-length constraints on nodes in the prefix graph and arrival/required time constraints on individual input/output bits.

4) It generates many candidate prefix graph structures for a given set of constraints, which can also be evaluated for placement and wiring congestion to yield efficient physical and routing implementation.

The rest of the paper is organized as follows. Section II describes binary addition as a prefix graph problem. Section III presents our algorithm for generating prefix graph structures. Section IV presents the results of this approach with a conclusion in Section V.

II. PRELIMINARIES

Given an ordered \( n \) inputs \( x_0, x_1, \ldots, x_{n-1} \) (where \( x_{n-1} \) is the most significant bit or MSB and \( x_0 \) is the least significant bit LSB) and an associative operation \( o \), prefix computation of \( n \) outputs is defined as follows:

\[
y_i = x_i \; o \; x_{i-1} \; o \ldots \; o \; x_0 \quad \forall i \in [0, n-1]
\]

where \( i \)-th output depends on all previous inputs \( x_j \) \((j \leq i)\). A prefix graph of width \( n \) is a directed acyclic graph (with \( n \) inputs/outputs) whose nodes correspond to the associative operation “\( o \)” in the prefix computation and there exists an edge from node \( v_i \) to node \( v_j \) if \( v_j \) is an operand of \( v_i \). Fig. 1 represents a prefix graph for 6 bit. In this example, we can write \( y_5 \) as

\[
y_5 = i_1 \; o \; y_3 = (x_5 \; o \; x_4) \; o \; (i_0 \; o \; y_1)
\]

Next, we will explain this prefix graph in the context of binary addition.

Binary addition problem is defined as follows [17]: given \( n \) bit augend \( A = a_{n-1} \ldots a_0 \) and \( n \) bit addend \( B = b_{n-1} \ldots b_0 \), compute the sum \( S = s_{n-1} \ldots s_0 \) and carry out \( C_{out} = c_{n-1} \), where \( s_i = a_i \oplus b_i \oplus c_{i-1} \) and \( c_i = a_i b_i + a_i c_{i-1} + b_i c_{i-1} \).

With bitwise (group) generate function \( g \) and propagate function \( p \), \( n \) bit binary addition can be mapped to a prefix computation problem with three components as follows [18].

1) Preprocessing: Bitwise \( g \), \( p \) generation

\[
g_i = a_i b_i \quad \text{and} \quad p_i = a_i \oplus b_i.
\]

2) Prefix-Processing: The concept of generate/propagate is extended to multiple bits and \( G_{[ij]} \), \( P_{[ij]} \) \((i \geq j)\) are defined as

\[
P_{[ij]} = \begin{cases} 
  g_i & \text{if } i = j \\
  G_{[ik]} + P_{[ik]} & \text{otherwise}
\end{cases}
\]

\[
G_{[ij]} = \begin{cases} 
  g_i & \text{if } i = j \\
  s_j = i_j \oplus c_{j-1} \quad \text{and} \quad c_j = G_{[jo]}
\end{cases}
\]

The computation for \((G, P)\) is expressed in terms of associative operation \( o \) as

\[
(G, P)_{[ij]} = (G, P)_{[ik]} \; o \; (G, P)_{[i-1,j]}
\]

\[
(G, P)_{[ik]} = G_{[ik]} + P_{[ik]} \cdot G_{[i-1,j]} \cdot P_{[ik]} \cdot P_{[i-1,j]}.
\]

3) Post-Processing: Sum generation

Among the three components of binary addition problem, both preprocessing and postprocessing parts are fixed structures. However, \( o \) being an associative operator, provides the flexibility of grouping the sequence of operations in prefix
processing the prefix part and executing them in parallel. So the structure of the prefix graph determines the extent of parallelism.

At the technology independent level, size of the prefix graphs (# of prefix nodes) gives the area measure and the logic levels of the nodes estimate roughly the timing. It is important to note that the actual timing depends on other parameters as well like fan-out distribution and size of the prefix graph. Smaller sizes of prefix graph offer better flexibility during post-synthesis optimizations such as gate sizing, buffer insertion etc.

Equations (3)–(6) represent the Weinberger recurrance equation [19] for carry-propagation. Ling adders [19], [20] have been proposed as an alternative in the past by transforming these equations which have provided better performance. Since there is direct mapping between Weinberger’s equations and Ling’s equations [20], one can explore the Ling implementation of any prefix network, such as Sklansky, Kogge–Stone, etc. As another design alternative, sparse tree-adders have also been used in [21] for specific applications, however, it needs conditional sum generators as additional design blocks. In (2) or Fig. 1, we can see that the number of fan-ins for each of the associative operation \( o \) is two and thus it is often termed as radix-2 implementation of prefix network. However, there exist other choices such as radix-3 or radix-4 implementation, but the complexity is very high and not beneficial in static CMOS circuits [22]. In [23] and [24], fast domino adders are implemented using radix-4 Ling network, but domino logic has been phased out due to the high power consumption. Reference [25] demonstrates that radix-2 implementation is indeed the most energy-efficient. An implementation of mixed-radix Jackson adder has also been shown to be inefficient in terms of energy/area [22].

III. OUR APPROACH

This section describes a compact data structure for storing and manipulating a prefix graph, efficient memory management strategies for storing several prefix graph solutions, and pruning strategies to scale our approach up to 128 bit adders. We also prove the size-optimality of any \( 2^n \) bit prefix graph with level \( m \), generated by our approach, by incorporating several additional pruning strategies and ensuring that any pruning does not degrade the optimality of the solution. Any prefix graph solution is said to be size-optimum under certain restrictions, if the size of the prefix graph is minimum with those restrictions.

Due to the associative nature of the prefix operation \( o \), each output for bit-index \( i \) can be constructed by combining the previous input bits 0, 1 \( \ldots i \) in any way keeping their relative orders intact and the number of possible ways is \( \text{catalan}(i) \), where \( \text{catalan}(i) = \binom{i+1}{i}/(i+1) \). Let \( G_n \) denotes the set of all possible prefix graphs with bit-width \( n \). Then size of \( G_n \) grows exponentially with \( n \) and is given by \( \text{catalan}(n-1) \ast \text{catalan}(n-2) \ast \ldots \ast \text{catalan}(0) \). For example, \( |G_8| = 332972640 \), \( |G_{12}| = 2.29 \ast 10^{24} \). However, we will be exploring the set of prefix graphs with the following restrictions.

1) One of the fan-in node of any prefix node is the most recent node sharing the same MSB with that of the prefix node. For instance, in Fig. 2, \( x \) can not be a fan-in node of \( z \). Alternatively \( y \) and \( c \) can be combined to form \( z \). So each prefix node \( (p) \) in a prefix graph has 2 fan-in nodes. One node is vertically above \( p \) having the same MSB as that of \( p \), we define it as trivial fan-in (\( tf \)) and the other node is termed as non-trivial fan-in node (\( ntf \)). For instance, \( a \) and \( c \) are respectively trivial and non-trivial fan-in node of \( b \).

2) The prefix-graph is non-overlapping, i.e., for any prefix node, \( \text{LSB}(tf) - \text{MSB}(ntf) = 1 \). However, idempotency property can be used to generate correct and overlapping prefix trees [15].

But we impose these restrictions to reduce the search space and at the same time attempt to generate the potential candidate prefix trees which could give best performance/area trade-off after placement/routing. We denote this set of non-overlapping prefix graphs as \( PG \).

However, the search space is still huge and we require compact data structure, efficient memory management, and search space reduction techniques to scale this approach.

A. Compact Notation and Data Structure

We represent the prefix graph by a sequence of indices \( (seq) \), where each index represents a prefix node and it is the MSB of that node. Fig. 3 illustrates the compact notation, where the sequence is determined in topological order, and in addition, precedence is given to higher significant bits in the sequence of indices. Let \( SEQ \) be the set of all sequences representing any prefix graph. Suppose \( VS \) is the set of valid sequences in our approach, where the restriction of left-to-right precedence is imposed in addition to topological ordering, inherent in \( SEQ \). For instance, in Fig. 3 (right side), indices \( \{3,1\} \) and \( \{3,2\} \) occur at first and second topological levels respectively. With only topological ordering, 4 sequences are possible—\( \text{“3123” (N}_1\text{N}_2\text{N}_3\text{N}_4), \text{“3123” (N}_1\text{N}_2\text{N}_3\text{N}_4), \text{“1323” (N}_2\text{N}_1\text{N}_3\text{N}_4), \text{“1323” (N}_2\text{N}_1\text{N}_3\text{N}_4). \) Thus all 4 sequences belong to \( SEQ \). But since “3” is given precedence over “1” and “2” at the first and second topological levels respectively, the only valid sequence or the only element of \( VS \) here is “3123”. So although the mapping from \( SEQ \) to \( PG \) is many-to-one, the mapping from \( VS \), a subset of \( SEQ \), to \( PG \) is \( 1-1 \) and bijective as well (Fig. 4). Later, we will formally prove this bijective relationship.

Algorithm 1 presents a procedure “checkValidSequence \( (seq,n) \),” which returns “true” if \( seq \in VS \) representing an \( n \) bit
prefix graph. Here \( \text{bitSpan}(i) \) at any instant of traversing the sequence represents the LSB of the node with index \( i \), having maximum logic level at that instant. So when we start traversing \( \text{seq} \), \( \text{bitSpan}(i) \) is equal to \( i \) and \( \text{bitSpan}(i) \) should be equal to 0 when the entire sequence is traversed. Lines 2-4 initialize \( \text{bitSpan}(i) \) with \( i \) representing the input nodes. Lines 11-14 check whether \( \text{seq} \) represents a prefix graph by ensuring that the LSB of each output node is 0, where as Lines 6-8 check the topological left to right ordering. For instance, for the sequence “3123,” when the second “3” is visited, then \( \text{checkValidSequence} \) returns false; otherwise \( \text{checkValidSequence} \) returns true.

**Algorithm 1** Procedure to Check if \( \text{seq} \in \text{VS} \)

```
1: Procedure checkValidSequence(s, n);
2:    for i = 0 to n - 1 do
3:        bitSpan(i) = i;
4:    end for
5:    for all index \( \in \text{seq} \) from left to right do
6:        if index > lastIndex and bitSpan(index) - 1 \( \neq \) lastIndex then
7:            return false;
8:        end if
9:        bitSpan(index) = bitSpan(bitSpan(index) - 1);
10:    end for
11:    for i = 1 to n - 1 do
12:        if bitSpan(i) \( \neq \) 0 then
13:            return false;
14:        end if
15:    end for
16:    return true;
17: end Procedure
```

**Lemma 1:** The mapping from VS to PG is \( 1 - 1 \), i.e., if \( s_1, s_2 \in \text{VS} \) represent the same prefix graph in PG, then \( s_1 = s_2 \).

**Proof:** First, we will show that if we enumerate the prefix nodes of a prefix graph in a topological order from left to right, then the order of the list of the prefix nodes is fixed. For instance, in Fig. 3 (right side), this fixed order is \( N_1 N_2 N_3 N_4 \). Once we prove this, the sequence representation is guaranteed to be unique as each index in the sequence corresponds to the MSB of each prefix node. We will prove this by induction. We consider that the order of the prefix nodes is fixed till some node \( x_n \) in the list. At this point, we will have a set of topologically dependent prefix-nodes (\( S_i \)) for which both trivial and non-trivial fan-in are either any node in the list till \( x_n \) or any input node. So the next node in the list will be any one node in \( S_i \) and this node will be shown unique. Since the trivial fan-in of any prefix node is the most recent node with the same MSB as that of the prefix node, for any two nodes \( x_i, x_j \in S_i \), \( \text{MSB}(x_i) \neq \text{MSB}(x_j) \), otherwise either \( x_i \) would topologically depend on \( x_j \) or \( x_j \) on \( x_i \) which is not possible. This implies that there exists a unique prefix node \( x_{n+1} \in S_i \), such that \( \text{MSB}(x_{n+1}) \) is maximum and the next node in the list is \( x_{n+1} \). Note that for the base case of induction, i.e., when the list is empty, the first node corresponding to the first element in the sequence is the node in the sequence having highest MSB with logic level 1 and thus unique as well.

**Corollary 1:** There exists a bijective mapping between VS and PG.

**Proof:** For any prefix graph in PG there exists a sequence representation following topological ordering from left to right. So the mapping is surjective. Also, it follows from Lemma 1 that the mapping from VS to PG is injective. Hence the Corollary is proved.

Apart from storing the index, we also need to track the LSB, level, fanout for each node in the prefix graph. We store all this information using a single integer for each node, and represent a prefix graph by a list/sequence of integers. Since we want to explore adders up to 128 bits and provision a carry-in as the 129th bit, we reserve 8 bits \( (\lceil \log_2(129) \rceil) \) for index, level, fanout, and LSB. Thus, all information for a node can be stored in a single integer as shown in Fig. 5.

This compact data structure helps in reducing memory usage and runtime (due to faster copy/delete operation for a prefix node) as compared to using a structure to store index, LSB, level, and fanout as individual integers.

**B. Exhaustive Bottom-Up Enumeration**

We start from a prefix graph of 2 bits (represented by a single index sequence “1”) and construct the prefix graph structures for higher bits in an inductive way, i.e., given all possible prefix graphs \( (G_n) \) for \( n \) bit, we construct all possible prefix graphs \( (G_{n+1}) \) of \( n + 1 \) bit. The process of generating such graphs of \( n+1 \) bit from an element of \( G_n \) by inserting \( n \) at
appropriate positions is a recursive procedure. Fig. 6 explains this for an element “12” of $G_3$ with the help of a recursion tree.

At the beginning of this recursive procedure (RP), we have a sequence “12” (node 1) with an arrow on “1.” The arrow points to the index before which “3” can be inserted. At any stage, there are two options, either insert “3” and call RP, or move the arrow to a suitable position and then call RP. This position is found by iterating the list/sequence in forward direction until $\text{searchIndex} = \text{LSB}(\text{recentNode}(3)) - 1$ is found, where recentNode(i) signifies the most recent node with index $i$ in the sequence. The left subtree denotes the first option and the right subtree indicates the second option. So the procedure either inserts “3” at the beginning of “12” and goes to node 2 or it goes to node 7 by moving the arrow to the appropriate position. We can see that, $\text{searchIndex} = \text{LSB}(\text{recentNode}(3)) - 1 = 3 - 1 = 2$ for this case. Similarly, for node 2, the $\text{searchIndex}$ has become 2 - 1 = 1, and so this procedure either inserts “3” (in node 3) or shifts the pointer after “1” (in node 5). The traversal is done in preorder and this recursion is continued until $\text{LSB}(\text{recentNode}(3))$ becomes “0” or alternatively, a 4 bit prefix graph is constructed. The right subtree of a node is not traversed if a prefix graph for 4 bits has been constructed at the left child of the node. For example, we do not traverse the right subtree of node 3 and node 5.

Algorithm 2 illustrates the steps of this exhaustive enumeration technique. The algorithm preserves the uniqueness of the solutions by inserting the indices at appropriate positions. In the “buildRecursive” procedure, nodeList is an STL list (insert and erase operations are thus $O(1)$ operations), recentNode is passed as a parameter which is used to find searchIndex and to track if a solution has been generated. currIter is the iterator corresponding to ↓ in Fig. 6. The return value of the procedure is true, when nodeList is a solution of $G_{n+1}$, thereby indicating that the right subtree of parent of nodeList does not require traversal.

Theorem 1: The bottom-up enumeration in Algorithm 2 is exhaustive and non-repetitive.

Proof: We construct all possible prefix graphs of bit-width $n + 1$ from any element of $G_n$, by inserting $n$ at appropriate positions. At any instant, say the arrow is pointed to a node $x_i$ and either we insert $n$ before $x_i$ or we forward the pointer in the sequence for next possible insertion point, and suppose the next insertion position be after $x_p$, i.e., $x_p$ is the first node in the sequence after $x_i$, such that $\text{searchIndex} = \text{MSB}(x_p)$. If we can prove the proposition that inserting $n$ at any other intermediate position does not follow the topological left-to-right ordering, then we are generating all sequences following the topological left-to-right ordering (VS), and since the mapping from VS to any prefix graph of our consideration (PG) is bijective (by Corollary 1), it would be sufficient to infer that Algorithm 2 is exhaustive. Also, this bijective mapping from VS to PG ensures that we are generating non-repetitive prefix graph solutions of $G_{n+1}$.

Suppose, for contradiction, we insert $n$ after $x_q$ which is an intermediate node between $x_i$ and $x_p$, and the inserted node be $x_n$. But $\text{MSB}(x_n) = n > \text{MSB}(x_q)$, so $x_q$ would be at right to $x_n$. Since $x_n$ comes after $x_q$, $x_n$ should be topologically dependent on $x_q$, which means the non-trivial fan-in node of $x_n$ should depend on $x_q$. But $x_q$ is just the next node to $x_q$, which means $x_q$ is the non-trivial fan-in node of $x_n$. So $\text{MSB}(x_q) = \text{LSB}(\text{recentNode}(n)) - 1$, which is the searchIndex. As $x_p$ is the first node in the sequence after $x_i$, for which $\text{MSB}(x_p) = \text{searchIndex}$, $x_q = x_p$. Hence the bottom-up enumeration in Algorithm 2 is exhaustive and non-repetitive.

C. Efficient Recursion Implementation

The key step of Algorithm 2 is the recursive procedure as explained in Fig. 6. In a preorder traversal of typical recursion tree implementation, when we move from root node to its
left subtree, a copy of the root node is stored to traverse the right subtree at later stage. In our approach, we copy the sequence only when we get a valid prefix graph, otherwise keep on modifying the sequence. As for example, we do not store the sequences (“312,” “3312”) in Fig. 6, i.e., when we move to the left subtree of a node in the recursion tree, we insert the index and delete it while coming back to the node in the preorder traversal, and store only the leaf nodes. This notion of late copy is motivated by a concept in object-oriented-programming, known as lazy copy or copy-on-write [26] which is a combination of deep copy and shallow copy. In lazy-copy, when an object is copied initially, a shallow copy (fast) is used and then deep copy (slow) is performed. In lazy-copy, when an object is copied initially, a shallow copy (fast) is used and then deep copy (slow) is performed. This notion of late copy is motivated by a concept in object-oriented-programming, known as lazy copy or copy-on-write [26] which is a combination of deep copy and shallow copy.

D. Search Space Reduction

As the size of the solution space of all prefix graphs is huge, it is not feasible to generate all possible prefix graphs. Many prefix graphs are also not relevant because they do not have a good performance-area trade-off. We are interested only in generating candidate solutions to optimize performance (prefix graphs with minimum logic levels) and area (prefix graphs with minimum number of prefix nodes). Hence, the following search space reduction techniques are employed to scale this approach, however, the details of these techniques are not shown in Algorithm 2.

1) Level Pruning: The performance of an adder depends directly on the number of logic levels of the prefix graph. Our approach intends to minimize the number of prefix nodes with given bit-width and logic level (L) constraints. In Algorithm 2, we keep track of the levels of each prefix node and solutions are discarded if the level of the inserted node (or index) becomes greater than L.

2) Dynamic Size Pruning: As discussed in Section III-B, we construct the set $G_{n+1}$ from $G_n$. While doing this, we prune the solution space based on size (# of prefix nodes) of elements in $G_n$. Let $s_{\text{min}}$ be the size of the minimum sized prefix graph(s) of $G_n$. Then we prune the solutions (g) for which $s(g) > s_{\text{min}} + \Delta$. For example, suppose the sizes of the solutions in $G_n = [9 \ 10 \ 11]$ and $\Delta = 2$. To construct $G_{n+1}$, we select the graphs of $G_n$ in increasing order of sizes and build the elements of $G_{n+1}$. Let the graphs with sizes $X_1 = [12 \ 13 \ 14 \ 15], X_2 = [11 \ 14]$ and $X_3 = [13 \ 16]$ be respectively constructed from the graphs of sizes 9, 10, 11 in $G_n$. In this case, the minimum size solution is the solution with size 11 and so the sizes of the solutions stored in $G_{n+1} = [12 \ 13], [11], [13]$. This pruning is done to choose the potential elements of $G_{n+1}$, which can give minimum size solution for the higher bits. The selection of $\Delta$ is critical to reduce the search space and we found empirically that $\Delta = 3$ is sufficient to get minimum size solutions for log$_2 n$ level till 128 bit. But any kind of restriction (like fanout) on the graph structure requires higher $\Delta$ to achieve feasible solutions. In that case, we store a fixed number of solutions of $G_n$ for each size $s (s_{\text{min}} \leq s \leq s_{\text{min}} + \Delta)$, which allows higher $\Delta$ without increasing memory usage too much.

However, pruning the superfluous solutions after constructing the whole set $G_{n+1}$ can cause peak memory overshoot. So we employ the strategy “Delete as early as possible,” i.e., we generate solutions on the basis of current minimum size $s_{\text{current}}$. Let us take the same example to illustrate this. In $X_1$, $s_{\text{current}} = 12$ and so we do not construct the graph with size 15, as $15 > 12 + 2$. Similarly, when we get the solution with size 11 in $X_2$, we delete the graph with size 14 from $X_1$ and do not construct the graph with size 14 in $X_2$ and 16 in $X_3$. Indeed, whenever the size of the list/sequence in Algorithm 2 exceeds $s_{\text{current}}$ by $\Delta + 1$, the flow is returned from RP. Apart from reducing the peak memory usage, this dynamic pruning of solutions helps in improving run time by reducing copy/delete operations.

3) Repeatability Pruning: The sequence (in our notation) denoting a prefix graph can have consecutive indices. We denote the maximum number of consecutive indices in a sequence by $R$. For instance, “33312” in Fig. 6 has 3 consecutive 3’s in the sequence so $R = 3$. We have observed that $R = 1$ does not degrade the solution quality, but significantly reduces the search space at an early stage. For instance, in Fig. 7, “3132” is a better solution than “33312” both in terms of logic level and size. Algorithm 2 is modified to track repeatability and prune solutions with $R > 1$.

Lemma 2: If $R > 1$, the non-trivial fan-in node of the prefix node represented by the repetitive index is an input node. For instance, $N_1, N_2$, and $N_3$ in Fig. 7 are represented by the index 3 consecutively. Among them, $N_2$ and $N_3$ are the nodes where repetition of the index 3 occurs. By this lemma, the non-trivial fan-in nodes of $N_2$ and $N_3$ would be input nodes. Please note that the non-trivial fan-in node of $N_1$ (represented by first occurring index) is also an input node in this example, but it is not necessarily true always.

Proof: Let $p$ and $x$ be 2 consecutive prefix nodes in a sequence and they have the same MSB as shown in Fig. 8. Then the trivial fan-in node of $x$ is $p$ and suppose the non-trivial fan-in node of $x$ is $y$. We need to prove that $y$ is an input node. We shall prove this by contradiction. Let us consider that $y$ is a prefix node, then the relative order of the prefix nodes must be $p \rightarrow x \rightarrow y$ or $y \rightarrow p \rightarrow x$, since $p$ and $x$ are consecutive, $p \rightarrow x \rightarrow y$ is not possible as it violates the topological ordering and $y \rightarrow p \rightarrow x$ violates the left-to-right ordering (since $y$ must be right to $p$). So $y$ must be an input node.

Fig. 7. 3132 is better prefix structure than 33312.
For example, if we do not allow non-trivial fan-in from \(nb_1, nb_2, nb_3\) (Fig. 9) for constructing any prefix graph of bit-width \(2^m\) with level \(m\), we will still get a size-optimum solution. Please refer to Appendix for proof.

**Corollary 2:** \(\forall m\), there exists an optimum solution when all non-trivial fan-ins from bit-index \((2^m - 1)\) are taken from its base-node, \(b_{2^m-1}\).

**Proof:** Since the base-node for any bit index \((2^m - 1)\) is the output node for that bit-index as well, the proof directly follows from Lemma 4.

**Theorem 2:** Let \(G_{2^n}^{opt}\) be an optimum prefix graph of bit-width \(2^n\) and level \(m\) with the imposed restriction mentioned in Lemma 4. Suppose \(G_x\) be the prefix graph of bit-width \(x\), embedded in \(G_{2^n}^{opt}\). Then \(G_x\) is an optimum prefix graph of bit-width \(x\) and level \(m\) under prefix structure restriction, if either of the following conditions are satisfied for \(x\).

1. \(x = 2^p\).
2. \(x = 2^p + 2^q\).

\(p, q \in \mathbb{Z}^+\) and \(p, q < m\).

**Proof:** Suppose, \(G_{2^p}\) is not an optimum prefix graph of bit-width \(2^p\) and level restriction \(m\). By Corollary 2, all non-trivial fan-ins from bit-index \(2^p - 1\) are from its base-node \(b_{2^p-1}\) (this is the output node for bit-index \(2^p - 1\) as well), which implies that any prefix node, which is at the right-side of the bit-index \(2^p - 1\) (or alternatively bit-indices lesser than \(2^p - 1\)), will not be used for constructing higher output bits \((i > 2^p - 1)\). So if \(G_{2^p}\) is not optimum, then we should be able to reduce the size of \(G_{2^p}\) keeping the rest of the prefix-structure, which is at the left side of bit-index \((2^p - 1)\), intact. But that reduces the size of \(G_{2^n}^{opt}\), leading to contradiction.

Without any loss of generality, we can assume \(p > q\) \((p = q\) leads to condition 1) and suppose \(G_x\) is not optimum, where \(x = 2^p + 2^q\). Therefore, \(l(b_{x-1}) = q\) and \(q\) prefix nodes, in the column corresponding to bit-index \(x - 1\), are fixed under prefix structure restriction. The optimal way to generate the output for bit-index \(x - 1\) is by combining the base nodes \(b_{2^p-1}\) \((2^p - 1:0)\) and \(b_{2^q-1}\) \((x - 1:2^q)\) as shown in Fig. 10, because it adds only 1 node \(N_3\) and increases its level to its minimum possible value \(p + 1\) (output bit for bit-index \(x - 1\) can not be realized in less than \(p+1\) levels as \(x - 1 > 2^p\)). By Lemma 4, the non-trivial fan-in from bit-index \(x - 1\) can only come from \(b_{2^p-1}\) or \(N_3\), which signifies that for any prefix node of bit-index \(i > x - 1\), there is no non-trivial fan-in from the bits \(Y\) for optimality, where \(y \in Y\) if \(x - 1 < y < 2^p - 1\). Moreover, \(G_{2^p}\) is optimum. Now, if \(G_x\) is not optimum, then we should be able to reduce the size of \(G_x\) restoring the prefix structure between the bit-ranges \(2^{m-1}:x\) and \(2^p - 1:0\), but that reduces the size of \(G_{2^n}^{opt}\), leading to contradiction.

Let us denote the bit-indices 0, 2, \ldots be even indices \((E)\) and 1, 3, \ldots be odd indices \((O)\). In our approach, we construct the prefix-graphs of higher bits in a bottom-up fashion.
Lemma 5: Under prefix structure restriction there exists an optimum solution without allowing any non-trivial fan-in from a prefix node corresponding to bit-index $i_e \in E$.

Proof: $\forall i_o \in O$, $lv(b_{i_o}) \geq 1$, which means there exists an optimum solution where any input node corresponding to odd indices is not a non-trivial fan-in node (by Lemma 4) implying that it is not essential to have any prefix node with LSB $lsb \in O$ to get an optimum solution. But to have a non-trivial fan-in from a prefix node of bit-index $i_e \in E$ we need to have at least one prefix node whose LSB $lsb = i_e + 1 \in O$ (Fig. 11). Hence the Lemma is proved.

Theorem 3: There exists an optimum solution under prefix structure restriction when prefix-graph of bit-index $i_o + 1$ is constructed from a prefix graph ($g_{i_o}$) of bit-index $i_o$, by adding minimum number of prefix nodes, where $i_o \in O$.

Proof: It follows from Lemma 5 that there exists an optimum solution where no non-trivial fan-in is taken from any prefix node of bit $i_e \in E$. So addition of minimum number of prefix nodes to construct a prefix-graph of bit-index $i_o + 1$ from $g_{i_o}$ restores the optimality.

Theorem 4: There exists an optimum solution when search space is restricted by setting $R = 1$.

Proof: Let $R > 1$. By Lemma 2, the non-trivial fan-in node for the corresponding node is an input node. Since $\forall i_o \in O$, $lv(b_{i_o}) \geq 1$, there exists an optimum solution where any input node corresponding to odd indices is not a non-trivial fan-in node (by Lemma 4). Now it remains to prove that we do not need such non-trivial fan-in input node to be of bit-index $i_e \in E$ either. For contradiction, let us consider that input node corresponds to $i_e$. But, this will require a non-trivial fan-in from an input node of $i_o = i_e + 1$ (Fig. 12), which is not essential to get an optimum solution. So $R = 1$ will provide an optimum solution.

E. Method to Generate Size Optimum Solution for $2^m$ Bit Adder With Level $m$

Procedure “buildBottomUp” in Algorithm 2 generates $G_{n+1}$ from $G_n$ exhaustively and we call this procedure for bit-indices 2 to $2^m - 1$ to generate the solutions for $G_{2^m}$. We apply certain pruning strategies to this approach, and each pruning strategy is proven not to degrade the optimality of the solution. These strategies are as follows.

1) Enabling prefix-structure restriction, which is a constraint for generating any $2^m$ bit adder with level $m$.
2) Not allowing any non-trivial fan-in from any node above base-nodes. (Lemma 4 ensures the optimality in this case).
3) Set $\Delta = 0$ for any bit-index $x - 1$, such that $x = 2^p + 2^q$ ($p, q \in \mathbb{Z}$). We have proved in Theorem 2 that prefix graphs of bit-width $x$ embedded in an optimum prefix graph (with the restriction imposed by Lemma 4) for $2^m$ bit adder with level $m$ is also optimum for $x$ bit adder with level $m$ under prefix structure restriction. So keeping only the minimum size solutions at each bit-index $x - 1$ is not going to hamper the optimality of the solution.
4) Greedy construction of prefix graph of even bit-index by adding the minimum prefix node to the prefix graph of its immediate next lower bit-index (Theorem 3).
5) Set $R = 1$. (Theorem 4 ensures optimality).

We denote the pruning strategies 1 to 4 as the set of special pruning strategies $\mathcal{S}_{\text{Pruning}}^{\text{bin}}$ which is effective under binary prefix structure restriction and without any other restrictions, such as fan-out. However, we will be using $\mathcal{S}_{\text{Pruning}}^{\text{bin}}$ for more general cases to be illustrated later. Please note that, we have kept the restriction $R = 1$ outside this set, as we will be using this pruning strategy more extensively and in all situations.

F. Generating Solutions for More General Case

In the earlier section, we have described a method to generate size-optimum solutions for $n = 2^m$ bit adder with level $m$. We have extended our approach for bit-width $n \neq 2^m$ and levels other than $\log_2 n$. We impose the pruning strategies $\mathcal{S}_{\text{Pruning}}^{\text{bin}}$ till $2^{\lceil \log_2(n) \rceil - 1}$ and then remove that restriction. For example, while we run our algorithm to generate 64 bit prefix graphs with level $> 6$, we remove the prefix structure restriction after 32 bit. The notion behind this heuristic is that keeping the balanced structure till some point would help in getting minimum-size solutions for higher bits. In addition to this, we set $\Delta = 3$ and $R = 1$ to scale the approach in general case.
IV. Experimental Results

We have implemented our approach in C++ and integrated our approach to a place ment driven synthesis (PDS) [27] tool in IBM. It has been executed on a linux machine with 72GB RAM and 2.8GHz CPU. First, we present our results at the logic synthesis (technology independent) level. As the dynamic programming based area-heuristic approach presented in [11] has achieved better results compared to the other existing techniques [12], [13], we have implemented this approach as well to compare with our experimental results. Table I presents the comparison of minimum number of prefix nodes for adders with different bit-width (n) with \( \log_2 n \) logic level constraint for all output bits. The number of prefix nodes for Sklansky adders are also mentioned in Table I for adders of bit-widths which are power of 2. For 128 bit adder, our approach improves Sklansky adder by 18.8% in terms of the size of the prefix graph. Table II compares the result of our algorithm with [11] for levels greater than \( \log_2 n \). We can see that we have achieved theoretically possible minimum size solutions for most of the cases, where the bound is known. Prefix graph solutions for 32 bit adders with level 5 and 6 generated by our approach are shown in Fig. 13.

Next, we run our algorithm to generate the zero-deficiency prefix graphs. For example, we can build a zero-deficiency prefix graph with \( L = 7 \) till 54 bit and the minimum achievable size is 99. So we ran our algorithm for 54 bit graph with level restriction of 7, and got the minimum size (\( s_{\text{min}} \)) as 99 which is the theoretical minimum indeed. With same constraints, the minimum size solutions for [11] is 109 and for [13] it is 104 [8]. Table III presents the result for \( L = [3, 8] \) and our approach is able to achieve the theoretically possible minimum prefix graph sizes.

In Tables I–III, the input profile is uniform, i.e., the arrival times of all input bits are assumed to be the same. In Table IV, we have compared the result for non-uniform input profile. The required time of arrival for all output bits are set to 9 and the input arrival levels have been randomly generated between 0–4. Finally, we run our algorithm for 32 bit adders with non-uniform input/output profiles appeared in [13]. In these examples, the input arrival times are correlated, for example late higher words or monotonically increasing inputs, which are more common in practical situations like multiplications etc. Table V compares the result with [11] and [13] for those profiles. We can see that we have obtained comparable/better results than [11] and [13] in all cases.

As mentioned earlier, the existing automated synthesis approaches ([11], [12], [13], etc.) are not flexible in restricting parameters like fan-out, which is a critical parameter to optimize post-synthesis design performance. Usually, electrical violations at high-fanout points are mitigated by buffer-insertion and gate-sizing, but at the cost of performance. We study the impact of the parameter maximum fan-out (MFO) by plotting the worst negative slack (WNS) against the size of the prefix graph for 16 bit adders (Fig. 14). We observe that the prefix graphs of higher node count and smaller MFO are better for timing. For high-performance designs, Kogge–Stone [1] is the most effective adder structure due to the special property
that maximum fan-out (MFO) of a $n$ bit adder is less than $\log_2 n$ (without any buffer insertion) and the fan-out for prefix nodes at logic level $\log_2 n - 1$ is 2. Table VI shows that, even with a fan-out restriction of 2 for all prefix nodes, the prefix graph generated by our approach has fewer prefix nodes than the prefix graph for a Kogge–Stone adder. Fig. 15 shows such an example for 16 bit. As mentioned in Section III-D2, $\Delta$ needs to be set to a higher value in this case. For instance, the parameters used to generate the 64 bit adder solution with a fan-out restriction of 2 is $\Delta = 20$, $R = 1$, and MFO = 2. However, it should be noted that although our approach scales with fan-out restriction and logic level $\log_2 n$, it does not scale well with fan-out restriction and levels higher than $\log_2 n$ for adders of higher bit-width ($n > 32$).

We run our approach, integrated in PDS tool, on the minimum size solutions of 8, 16, 32, 64 bit adders under tight timing constraints. A cutting-edge technology node (CMOS SOI 22nm) is used for technology mapping. In addition to this, other optimization techniques such as buffer-insertion, gate-sizing etc., which are inherent in the tool are applied followed by placement. However, we have prevented $V_{th}$-swapping in the placement tool so that the leakage power becomes proportional to area. We present the various metrics like area, WNS, wire-length, total-negative-slag (TNS) after placement in Table VII for the solution having best WNS. The target delay specified for 8, 16, 32, and 64 bit adders are respectively 35ps, 45ps, 65ps, and 75ps. So we can calculate the critical
path delay by adding the target delay and the absolute value of the WNS. For instance, the critical path delay for 64 bit Kogge–Stone adder is $75 + 84.5 = 159.5\text{ps}$. Both wirelength and area are unitless. Area is reported as the number of icells and wirelength as the number of tracks. An icell has a constant area based on pitch. Our approach is compared against regular adders like Brent–Kung (BK), Kogge–Stone (KS) adders, adders generated by dynamic programming (DP) [11], and 64 bit full custom adder (CT).

Fig. 16 represents the plot of area versus WNS for the solutions provided by our approach along with those provided by other methods. We can draw a pareto curve with the solution points obtained using our approach, which gives the option to select the individual points on the pareto curve based on area/power budget. We see that the solution points of the other methods are above and/or to the right of this curve, which indicates that we can always get some solution on the pareto-front, which is better in terms of performance and/or area than each of the other methods. For a 16 bit adder, the total number of pareto-optimal points is 4 and the single point $p_1$ provides better solution than DP, KS, and BK. For a 32 bit adder, the points $p_1, p_2, p_3$ are better solutions than BK, DP, KS respectively.

Fig. 17 compares these metrics for single solution (with best WNS) of 64 bit adder with other approaches. Our approach improves performance by 19% with 2% higher area over a Brent-Kung adder, improves performance and area by 0.4% and 33%, respectively, over a Kogge–Stone adder, improves performance and area by 3% and 6.7%, respectively over Dynamic Programming [11], and improves performance and area by 3.2% and 8.5% over a full custom adder design. Note that the performance improvement was computed based on the actual critical path delay value and not the worst negative slack. Our approach also improves wire-length and TNS over both Kogge–Stone and full custom adder design.

Since most adders today are synthesized in Design Compiler (DC) using Synopsys DesignWare, the adder architectures provided by our approach are also synthesized in DC (Version G-2012.06-SP4) and placed, routed and timed by IC Compiler (ICC) to compare with the behavioral adder implementation ($Y = A + B$) by DC. To generate high-performance adders, DC produces modified Sklansky adders consisting of alternating AOI21 and OAI21 gates, and employing gate-sizing or buffer insertion to handle the high-fanout nodes. This generally gives delay almost close to Kogge–Stone at much lower area/power and competitive power/performance/area with even custom adders. 32 nm SAED LVT cell-library [28] (available through Synopsys University Program) has been used for technology-mapping. All experimental results for DC/ICC are in “tt1p05v125c” corner, in which the supply voltage is 1.05 V and temperature is 125°C. The FO4 delay of a unit-sized inverter in this corner is 36 ps and the area of the unit-sized inverter is 1.27 $\mu m^2$.

Fig. 18 shows the delay versus power (total power i.e., leakage + switching + internal power) plot for minimum size solutions of 64 bit adder architectures provided by our approach after synthesis by DC and placed, routed by ICC. For all these runs (including those for Sklansky, Kogge–Stone and behavioral adder synthesis by DC), the target delay is
set to 200 ps, the operating frequency is 1 GHz, activities at the primary inputs are 0.1, and the adders are synthesized by the command “compile_ultra.” Please note that, the option “-area_high_effort_script” is on by default. We also perform some experiments by: 1) switching on the option “-timing_high_effort_script” which can further optimize at the expense of run time and 2) altering the target delay (180 ps or 220 ps), but observe that the change in delay value remains within a range of 5–10 ps. We can draw the pareto-optimal curve of delay versus power with those solutions and see that the solution provided by Sklansky adder, Kogge–Stone adder and that by behavioral adder implementation of DC are above the solution provided by Sklansky adder, Kogge–Stone adder within a range of 5–10 ps. We can draw the pareto-optimal curve of delay versus area with those solutions and see that the solution provided by Sklansky adder, Kogge–Stone adder and that by behavioral adder implementation of DC are above and/or to the right side of the pareto-front. For instance, the solution \( p_2 \) in Fig. 18 improves Sklansky adder in all metrics, i.e., delay (1.8%), area (2.4%), and power (2.8%) or solution \( p_1 \) in Fig. 18 improves Kogge–Stone adder in area by 30.6% and power by 29.6% with 3.8 ps or 1.1% overhead in delay. Compared to DC behavioral adder implementation, our approach (point \( p_1 \)) provides competitive delay (5 ps better) with significant area (26%) and power (18%) reduction. Table VIII compares our approach with other approaches in terms of delay, power, and area. Note that the solution with best delay is considered for this comparison.

It should be stressed that our approach generates several candidate prefix graphs for performance/area trade-off and prefix networks, which would give best performance, are not the same across different technology node and libraries. For instance, we have run our approach in PDS (IBM) with CMOS SOI 22 nm and in Synopsys DesignWare (DC + ICC) with 32 nm SAED library, and the prefix trees which have given the best performance in the two cases differ one from another. Ling transformations [20] can also be applied to the prefix graphs generated in our approach to further optimize the performance. Also, since the solutions for regular adders are located above and/or to the right side of the pareto-front, we believe that the solutions on the pareto-front can be used as alternatives for regular adders for use in custom designs.

V. Conclusion

In this paper, a highly efficient parallel prefix graph generation driven high performance adder synthesis technique is presented. The complexity of parallel prefix graph generation problem for adders is exponential in the number of bits. We present efficient pruning strategies and implementation techniques to scale this approach up to 128 bit adders. We have demonstrated a way to generate size-optimum prefix graphs for 2\(^m\) bit adders with level \( m \) and proved its optimality. The results, both at the technology-independent level and after physical synthesis (post placement) show that this approach significantly improves over existing techniques by yielding better quality of results in terms of both timing and wire length for high performance adders in state of the art microprocessor designs. The proposed approach improves over even the manually designed custom adders yielding, up to 3% better delay and 9% better area. As our approach can generate multiple prefix graph structures for given constraints, it provides a framework for further exploration to identify structures that can account for practical design issues like wire congestion and power consumption.

APPENDIX

Proof (Lemma 4): Let us denote any node by a triplet, viz. bit-range of the node (MSB and LSB) and level. We consider a node \( M_1 (msb_1, lsb_1, level_1) \) to be no worse than another node \( M_2 (msb_2, lsb_2, level_2) \) iff \( msb_1 = msb_2, lsb_1 = lsb_2 \) (i.e., bit-ranges of \( M_1 \) and \( M_2 \) are equal) and \( level_1 \leq level_2 \). We define a restricted set of bit-range (RBR) as any bit-range \( msb:lsb \in RBR \) if \( Vi \), such that \( msb > i \geq lsb \), \( LSB(b_i) \geq lsb \). For instance, \( 7:4 \in RBR \), since \( LSB(b_7) = 6 \geq 4 \), \( LSB(b_4) = 4 \geq 4 \), where as \( 4:2 \notin RBR \), since \( LSB(b_3) = 0 < 2 \). It is easy to notice that if there is no non-trivial fan-in from nodes above base-nodes, then there does not exist any node in the prefix graph, for which the bit-range is not in RBR, because for any bit-range \( msb:lsb \notin RBR \), \( \exists q \), such that \( msb > q \geq lsb \) and \( LSB(b_q) < lsb \), which is not possible unless there is a non-trivial fan-in from any node above \( b_q \) (black node marked in Fig. 19).

The structure of the proof is as follows. We will first prove the proposition (by induction) that by not allowing any non-trivial fan-in from the nodes above base-nodes, we can still realize any bit-range \( br \in RBR \) with same (or less) level restriction and size, compared to allowing non-trivial fan-in from nodes above base-nodes. Once we prove this for any such bit-range, it directly follows that we can get the size-optimum solutions of \( 2^m \) bit prefix graph with level \( m \) by not allowing any non-trivial fan-in from the nodes above base-nodes, because the bit-ranges of all output bit nodes \( \in RBR \).

Let \( b_x (x, z + 1, r) \) be a base-node for bit-index \( x \) and \( N_1 (x, y + 1, l_1) \) be any node above \( b_x \), where \( l_1 < r \) (Fig. 20). We assume that this proposition holds for bit-ranges with \( MSB \leq x \) and then prove its validity for any bit-range with \( MSB = x + 1 \) (by induction). Please note that, the proposition holds for \( x = 1 \) (Bit-range 1:0 can be constructed only by adding input bits for bit-index 0 and 1). The node \( N_1 \) may be used for constructing any bit-range with \( MSB = x + 1 \) by taking a non-trivial fan-in from \( N_1 \). But if we can show that there is always an alternative way by taking non-trivial fan-in from or below \( b_x \) (which is no worser than allowing the non-trivial fan-in from \( N_1 \)) to construct the bit-range with \( MSB = x + 1 \), then we are done.

Let we combine the node \( N_1 \) with the input node for bit-index \( x+1 \) to get \( N_2 (x+1, y+1, l_1+1) \). Let \( N_2 (z, u, l_2) \) be the node for bit \( z \), which is used for realizing any arbitrary bit-range.
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