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Abstract. Recently, directed self-assembly (DSA) has emerged as a promising lithography solution for cut manufacturing. We perform a comprehensive study on the DSA aware mask optimization problem to provide a DSA friendly design on cut layers. We first formulate the problem as an integer linear programming (ILP) to assign cuts to different guiding templates, targeting both conflict minimization and line-end extension minimization. As ILP may not be scalable for very large size problems, we then propose two speed-up strategies. The first one is to decompose the initial problem into smaller ones and solve them separately, followed by solution merging without much loss of quality. The second one is using the set cover algorithm to decide the DSA guiding pattern assignment, and then legalize the template placement. Our approaches can be naturally extended to handle arbitrary DSA guiding template patterns with complicated shapes. Experimental results show that our methodologies can significantly improve the DSA friendly, i.e., both the unresolved pattern number and the line-end extensions can be reduced. © 2015 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JMM.14.3.031211]
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1 Introduction

As the feature size of semiconductor transistors has been further scaled down in emerging technology nodes, a unidirectional design has attracted more and more attention.1 On one hand, unidirectional design can provide a large process window and improved manufacturability.2 With line-cut technology, unidirectional design can also simplify the fabrication process. On the other hand, compared with conventional two-dimensional design where design rules are dramatically increased along with highly scaled technology nodes, unidirectional design enables an effective and simplified design flow.3

Due to the physical limitation of the conventional 193i lithography system, it is still challenging to print randomly distributed patterns for highly unidirectional layout.4 For example, the 193i lithography system might generate a large cut across adjacent metal lines. The situation is even worse for some tip to tip layout patterns, where some extra lines are cut off, thus affecting the connectivity of the contact. Therefore, the semiconductor industry is looking for next generation lithography technologies, such as multiple patterning lithography,5 E-beam lithography,6 extreme ultraviolet,7 and directed self-assembly (DSA).

Recently, DSA has earned more and more attention due to its low cost and high-manufacturing throughput.8,9 In a unidirectional design, DSA has demonstrated its potential to generate dense patterns for cut.10 The actual size of a DSA cut is much smaller than a traditional cut since DSA can formulate cylinders inside the guiding template. Therefore, by assigning cuts to different guiding templates, it can still print cut patterns when the size of the targeted cut is beyond the limit of traditional lithography.

Much work has been done on the investigation of DSA contact layer fabrication and DSA aware physical design. In the fabrication stage, Yi et al.11 demonstrated the fabrication of DSA contacts for unidirectional standard cells. They showed that different contacts can be formulated by adjusting the size and shape of the guiding templates. In the physical design stage, Du et al.12 took DSA related constraints into account in a standard cell design. In addition, they proposed the assignment of a cost function to different DSA templates based on manufacturability, thereby developing a DSA aware routing method that considers both cost reduction and throughput improvement.13

How to integrate DSA awareness in the layout optimization stage is a critical problem, thus Xiao et al.10 proposed a DSA cut guiding templates’ redistribution method for a unidirectional design layout. However, there are some issues in their method which may reduce the solution quality. For example, the proposed method selects a large template to avoid an unmarked template. However, since it neglects the relative positions of these templates, which leads to a lot of overlapping conflicts, more wire extensions and template merging are required to remove these conflicts. In the worst case, a lot of conflicts cannot be resolved by just extending the metal lines or merging templates. In this work, we perform a comprehensive investigation on the DSA aware cut mask optimization problem, where cuts on the line ends are assigned to different DSA guiding templates, targeting wire extension minimization and conflict number minimization. We first formulate the problem to an integer linear programming (ILP). Since for a large scale ILP problem the runtime would increase exponentially, we divide a large layout into several smaller pieces and solve them separately.
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In addition, we propose a set cover-based method to solve this problem more efficiently. Since DSA guiding templates may have different shapes, we then perform the experiments with an extended DSA guiding template set.

Our contributions in this work can be summarized as follows:

- We propose an ILP formulation for the DSA-based end-cutting problem, which assigns cuts to different DSA templates with minimum wire extensions and minimum conflict number;
- We present several speed-up methods: ILP speed-up method and set cover based method, to efficiently solve the problem;
- Our algorithms can be adapted to arbitrary types of DSA guiding template shapes, which will be beneficial to the development of DSA manufacturing technique.

The rest of the paper is organized as follows. Section 2 introduces the background of the DSA-based end-cutting process and the problem formulation. Section 3 proposes the ILP formulation and speed-up method. Section 4 shows the experimental results, and Sec. 5 concludes the paper.

2 Preliminary and Problem Formulation

2.1 End-Cutting Process

For a unidirectional layout, lines-cut is an effective approach for metal lines’ connectivity implementation.14–16 For a unidirectional layout of metal wires, in order to achieve the circuit connectivity, some parts of the lines should be blocked or cut when printing the unidirectional lines using a self-aligned double patterning or other lithography techniques. This cut process can be done by using a trim mask or cut mask. The cut mask can be optimized via an end-cutting approach [see Fig. 1(b)],17,18 which means cutting the connectivity of the wire through fixed cuts rather than removing the entire section of unwanted wire. In either case, the logical connectivity of the circuit remains the same. By extending the line end of the wires, some conflicted layout patterns can be resolved for the end-cutting approach. For patterns which cannot be resolved by wire extension, they will be marked or be printed by an alternative lithography technique, such as e-beam,19,20 or an additional 193i cut mask.21 However, with the scaling down of metal pitch, traditional lithography may not be able to print a mask which is small enough to cut just one metal line. In addition, the problem worsens for tip to tip layout since the design rule is even more strict. These problems can be resolved by DSA end-cutting as metal lines are cut by the cylinders inside the template, as is depicted in Fig. 1(b).

2.2 Directed Self-Assembly Guiding Template Type

The shape and the size of DSA guiding templates can be adjusted to generate different DSA patterns.22 However, DSA cylinder pitch variations will increase with the growth of its guiding template size and complexity. For some complex guiding templates, some unwanted cylinders can be generated inside the templates.23 However, some regular DSA guiding templates [e.g., shown in Figs. 2(a)–2(e)] could have reasonably good variation controllability and manufacturability.24 Therefore, in order to ensure the throughput and manufacturability of the DSA cut for metal lines, we will restrict the DSA patterns to the above regular patterns in this work.

Without increasing any fabrication difficulties, we assume that the two-hole template can be rotated to the horizontal direction and the peanut-shaped template can be rotated 90 deg. The final DSA guiding template set is shown in Fig. 2(f). Note that with the increased feasible guiding template set, it is possible to achieve a better cuts’ assignment result.

2.3 Problem Formulation

The DSA-based cut mask optimization problem is defined as follows:

Problem 1 (DSA aware cut mask optimization). Given $n$ unidirectional metal wires and $m$ DSA guiding template candidates, we are going to assign each wire cut into one DSA guiding template. If applicable, one wire line end can be extended to fit one guiding template. The objective is to minimize the number of unpatternable cuts and the total wire extensions.

3 Algorithms

In this section, we first propose an ILP formulation to search for the optimal solution of the DSA aware cut mask optimization problem. It should be noted that the ILP formulation is adaptive to different DSA guiding template shapes. Since the ILP formulation is not scalable for a very large problem size, we then propose two speed-up methods to efficiently solve the problem.

3.1 Integer Linear Programming Formulation

3.1.1 Objective

Given a unidirectional layout, we are trying to minimize the wire extensions and the number of conflicts when applying
The line ends of metal wires can be extended, which is more difficult than a traditional end-cutting problem. In our implementation, \( W \) is set to a very high value to effectively reduce the conflict number. \( e_i \) is a binary variable indicating whether a conflict is introduced to cut \( i \). That is, if cut \( i \) is assigned to any DSA template, \( e_i \) is set to 1. \( x_{2i-1} - x_{2i-1} = l_i \) and \( x_{2i} \) are continuous variables indicating the left and right sides of wire \( i \). They can be also considered as the horizontal position of cuts \( 2i-1 \) and \( 2i \). \( l_i \) is a constant which indicates the original length of wire \( i \). \( w_i \) is a constant which indicates the weight of template \( t_i \). \( \sigma_i \) indicates the wire extension limit for wire \( i \). \( L_i \) and \( R_i \) are constant numbers indicating the original left and right \( x \)-coordinates of wire \( i \). \( LL \) and \( RR \) are the left and the right bounds of the layout.

**C2: constraints for templates.** For the two line ends of a wire, we can consider them as two cuts. For each cut, it can be combined with other cuts to be fitted into one DSA guiding template pattern. There might be several template candidates for each cut, e.g., cut \( i \) can be printed by a single-hole template, or it can be combined with cut \( j \) and be printed with a two-hole template. Since each cut should be printed by only one template, the constraint is as follows:

\[
\sum_{t_j \in T_i} t_j = 1, \quad \forall \ i \quad i = 1, 2, \ldots, n \quad j = 1, 2, \ldots, m.
\]

\( T_i \) is the potential guiding template set for cut \( i \). In other words, it includes all the possible DSA guiding templates to print cut \( i \). \( t_j \) is a binary variable indicating one of the potential DSA guiding templates. For \( t_j \in T_i \), if \( t_j = 1 \), cut \( i \) is printed by \( t_j \). The sum of all potential templates for cut \( i \) should be 1. \( m \) indicates the total number of potential DSA guiding templates for cut \( i \). The possible DSA guiding template assignments for an example layout are depicted in Fig. 3 (right). A conflict edge will be assigned to the line ends if they violate the design rule without any line extensions, as shown in Fig. 3 (left).

**C3: minimum distance between adjacent templates.** Because DSA guiding templates are printed by traditional 193i lithography, adjacent templates should be a minimum distance away from each other. If cut \( i \) and cut \( j \) are in different templates, without any loss of generality we use \( x_i \) and \( x_j \) to indicate the \( x \)-coordinate of the two cuts in adjacent templates.

1. Cuts on the same track
   - If two cuts are on the same track, we assume that the initial cut \( i \) is on the right side of cut \( j \), then \( x_i \) is always at least min, larger than \( x_j \). However, if the two

\[
\begin{align*}
x_{2i-1} &\leq L_i \\
x_{2i} &\geq R_i \\
x_{2i} - x_{2i-1} &\leq l_i + \sigma_i \quad i = 1, 2, \ldots, n \\
x_{2i-1} &\geq LL \\
x_{2i} &\leq RR
\end{align*}
\]
C4: constraints inside templates. For different DSA guiding patterns, the positions of the inside cuts are different. For two-hole and three-hole vertical templates, the cuts inside them should be vertically aligned; for a four-hole template, the horizontal cuts have a certain distance between them, and the vertical aligned cuts have the same horizontal coordinates. We can also assume the same conclusion for the two-hole diagonal templates and horizontal two-hole templates. If cut \( i \) and cut \( j \) are in the same template \( t_k \):

\[
\begin{align*}
  x_i - x_j + B \times (1 - t_k) & \geq \theta_k \\
  x_i - x_j - B \times (1 - t_k) & \leq \theta_k
\end{align*}
\]

where \( \theta_k \) indicates the required distance for cut \( i \) and \( j \) in template \( t_k \).

3.2 Speed-Up Method

3.2.1 Integer Linear Programming Speed-Up

For a large scale size problem, the initial ILP formulation may be quite computationally intensive, due to the NP-hardness of the ILP problem. For the current biggest benchmark, the number of variables could be more than 90k, and constraints could be more than 70k.

We can divide the original layout into smaller ones and apply the cut mask optimization algorithm on them separately. The runtime for the entire problem is, therefore, reduced through the reduction of variables in each sublayout. However, some overlaps or violations may occur on the boundaries of each group, thus a template legalization will be performed to resolve these conflicts.

The overall flow of the speed-up method is illustrated in Fig. 4, which mainly consists of three stages: (1) layout division, (2) ILP optimization, and (3) templates’ legalization. The ILP formulation is the same as the initial formulation. For layout division, it is noticed that some cuts are far away from their adjacent cuts, so there is low possibility that these cuts will conflict with each other. Thus, these adjacent cuts can be grouped together and then be independently solved by the ILP solver. However, if the number of variables in one group is smaller than a certain value, the total initialization time for the ILP solver might exceed the program runtime which has been saved. Therefore, the number of cuts in each group should be larger than a certain threshold value.

For the template legalization, we can remove these conflicts by merging adjacent templates into one or grouping them to form a new DSA guiding template. If the conflict cannot be resolved, we will mark it as a real conflict.

3.3 Heuristic Speed-Up

In this section, we will show that the DSA template assignment can be modeled as a set cover problem. Then a greedy
algorithm is used to solve the set cover problem. Some notations used in the algorithm are as follows.

- $U = \{u_1, u_2, \ldots, u_{2n}\}$, $u_i$ denotes cut $i$, $n$ is the number of wires;
- $T = \{t_1, t_2, \ldots, t_m\}$, $t_j$ denotes DSA guiding template candidate $j$, $m$ is the number of all potential templates;
- $w_j$ denotes the cost of each template, the cost of each template $w_j$ is defined as the sum of total line extensions required to get the cuts fitted into template $j$.

### 3.3.1 Set cover algorithm

The details of our set cover based algorithm are shown in Algorithm 1. Given a set of cuts $U$ and a set of guiding template candidates $T$, we initialize an empty set $S$ (line 1).

Our algorithm consists of several iterations. During each iteration, cost effectiveness $\alpha$ of all the potential templates $T$ are calculated first (line 3), then a guiding template $t_j$ with minimum cost effectiveness $\alpha_j$ is selected (line 4). Since a cut can only be covered by one template, all the other unpicked templates which contain this cut should be deleted from the unpicked templates set (line 6). The process will iterate until all the line ends are covered by the chosen templates’ set $f(S) = f(U)$. Cost effectiveness $\alpha_j$ is the evaluation metric for each unselected guiding template $t_j$ during each iteration. $\alpha_j$ can be derived as follows:

$$\alpha_j = \frac{w_j}{f(S) - f(S \cup t_j)}$$

where $S$ is the set of selected DSA guiding templates after each iteration. $f(S)$ is taken as the number of total line ends for the selected DSA guiding template set $S$. Template $t_j$ can cover more cuts with the smallest cost if $\alpha_j$ is the minimal value.

Figure 5 gives a specific example for the algorithm flow. $t_1$ to $t_7$ indicate all possible DSA templates, where each template is denoted as a node in the graph. An edge will be added between two nodes if they share the same line end. We can assume that the manufacturing cost for the single-hole template is 1, two-hole template is 2, peanut-shaped template is 4, three-hole template is 3, and four-hole template is 5. Then, in addition to the necessary line extension for each candidate, the weights of different candidates are $w_1 = 2$, $w_2 = 1$, $w_3 = 1$, $w_4 = 6$, $w_5 = 1$, $w_6 = 4$, $w_7 = 6$. Then the initial cost effectiveness results for different candidates are $\alpha_1 = 1$, $\alpha_2 = 1$, $\alpha_3 = 1$, $\alpha_4 = 3$, $\alpha_5 = 1$, $\alpha_6 = 2$, $\alpha_7 = 3$. In the first iteration, DSA guiding template $t_2$ has the smallest cost-effectiveness, therefore, it is selected and all the nodes, $t_4, t_6, t_7$ connecting to it are deleted; then among the remaining templates, the cost-effectiveness results are $\alpha_1 = 1$, $\alpha_3 = 1$, $\alpha_5 = 1$. Then $t_3$ is selected, $t_5$ is deleted, and finally, $t_7$ is selected. The process terminates when all the line ends have been covered by the selected DSA guiding templates.

![Fig. 5 Set cover algorithm flow.](image-url)
3.3.2 Template legalization

After the DSA template assignment has been decided, the template legalization is then performed to remove overlaps and conflicts. Starting from the left most template: if the current template does not conflict with adjacent templates, then it is placed at its original location; if it does not meet the minimum space requirement but the conflict can be removed by shifting the template to the right, then it is placed at the moved location; if conflict cannot be removed by shifting, it is then marked as a hard conflict. If all templates have been processed, we will try to merge the marked templates with adjacent templates to remove more hard conflicts. The merge process will continue until the number of conflicts converges.

4 Experimental Results

Our algorithms were implemented in C++ and all the experiments were performed on a Linux workstation with Intel Core i7 3.71GHz CPU and 8-GB memory. The state of the art ILP solver, Gurobi 5.6.3 linux64,25 was used to solve the ILP formulations. Six test benchmarks from Xiao et al.,10 are used in this work. The benchmarks represent unidirectional metal layers and they are in different sizes. The design rules used in their paper are adopted in our implementation as well. Since the flow in SPIE’1310 was implemented in MATLAB® and was not available to us, we implemented their method by ourselves for comparison. In this section, we first compare our methodologies with those of the SPIE’13 work,10 then we further tested the effectiveness of our methodologies on an extended DSA template set.

4.1 Comparison with SPIE’13

In the first experiment, we compare our proposed methodologies with the SPIE’13 work.30 For fair comparison, the same types of templates from their setting are used: single-hole template, two-hole vertical template, three-hole template, and four-hole template. In addition, the weight of DSA guiding templates is not considered. Table 1 shows the results of comparison for each test benchmark. The first column shows the number of cuts for each test benchmark. For each method, columns “#cflt,” “ext.” and “CPU(s)” represent the number of conflicts, the total wire extensions, and the runtime in seconds, respectively. From the table, we can see that our ILP formulation and ILP speed-up method have no template conflicts. Although our heuristic method has 28 conflicts on average, it can still achieve a lower conflict number than SPIE’13 work. For the total wire extensions, our ILP formulation and ILP speed-up method can achieve about 77% and 68% fewer wire extensions on average than SPIE’13,10 while our heuristic method can achieve about 21% fewer wire extensions on average. The runtime of our ILP speed-up method increases almost linearly with the problem size as shown in Table 1, which is much faster than the original ILP formulation, but it about 2× slower than SPIE’13. And Our heuristic method is 6× faster than SPIE’13.

4.2 Optimization Result with Extended Directed Self-Assembly Guiding Templates

In the second experiment, we compare our algorithms with the extended DSA guiding templates types: one-hole template, two-hole vertical/horizontal template, diagonal template, three-hole template, and four-hole template. The experimental results are shown in Tables 2 and 3. Table 2 shows the results without considerations of the DSA guiding templates weight, while Table 3 incorporates the weight.

As shown in Table 2, the increased guiding template types will increase the problem size of the ILP as expected, thus the runtime greatly increases for the initial ILP. The runtime increases about 7× for the ILP speed-up method. For the heuristic method, there is no significant change. But the wire extensions have been reduced with the increase of template types. If we consider the weight of the DSA guiding templates, the wire extensions will be longer expected, which is shown in Table 3.

Figures 6 and 7 show the DSA guiding templates’ assignments of our different methods. The green rectangles depict the guiding templates in different types. For the final template assignment, the ILP and ILP speedup have little difference. The heuristic method will aggressively merge critical cuts into one cut in order to remove conflicts, thus the wire extensions will greatly increase, which can be observed from the figures.
Table 2  Comparison with extended directed self-assembly (DSA) guiding templates.

<table>
<thead>
<tr>
<th>#Cut</th>
<th>ILP</th>
<th>ILP speed-up</th>
<th>Heuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#cfl</td>
<td>ext.</td>
<td>CPU(s)</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>26</td>
<td>0.36</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>50</td>
<td>3.00</td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>125</td>
<td>198.63</td>
</tr>
<tr>
<td>500</td>
<td>0</td>
<td>256</td>
<td>4882.63</td>
</tr>
<tr>
<td>1000</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2000</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Avg</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 3  Comparison with weighted and extended DSA guiding templates.

<table>
<thead>
<tr>
<th>#Cut</th>
<th>ILP</th>
<th>ILP speed-up</th>
<th>Heuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#cfl</td>
<td>ext.</td>
<td>CPU(s)</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>28</td>
<td>0.27</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>58</td>
<td>0.74</td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>138</td>
<td>3.65</td>
</tr>
<tr>
<td>500</td>
<td>0</td>
<td>276</td>
<td>39.03</td>
</tr>
<tr>
<td>1000</td>
<td>0</td>
<td>623</td>
<td>139.45</td>
</tr>
<tr>
<td>2000</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Avg</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Fig. 6  DSA guiding templates assignment for clip A: (a) target layer, (b) ILP assignment, (c) ILP speed-up assignment, and (d) heuristic assignment.
5 Conclusions

DSA is emerging as the next generation lithography technique due to its ability to scale, its low cost, and its high throughput. However, to fully take advantage of the potential benefits, DSA aware optimization is required at the design stage. In this paper, we perform a thorough investigation on the DSA-based end-cutting problem for unidirectional layout. Three different approaches have been proposed to assign cuts into different DSA guiding templates. The first ILP approach solves the problem with 77% fewer wire extensions and zero conflicts compared to the previous work. The ILP speed-up method solves the problem much more efficiently, with 68% fewer wire extensions and zero conflicts. The heuristic method has 21% fewer wire extensions and 2 less conflicts compared to previous work. We also perform our method with the extended DSA guiding template sets. Our methods are generic and can be adapted to different DSA guiding template shapes, which will be beneficial for the development of the DSA manufacturing technique.
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