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Wire Width Planning for Interconnect
Performance Optimization

Jason Congrellow, IEEE,and Zhigang (David) PamMember, IEEE

Abstract—in this paper, we study wire width planning for inter-  the Elmore delay, first without fringing capacitance [7], [8],
connect performance optimization in an interconnect-centric de- then with fringing capacitance [9], [10] and were later extended
sign flow. We first propose some simplified, yet near-optimal wire 1, hanqle bidirectional wires [11]. There are other variations on
sizing schemes, using only one or two discrete wire widths. Our . .. NP, .
sensitivity study on wire sizing optimization further suggests that wire sizing Optlmlz_at_IOQS_, suchas [1_2] for muItlpIe-gource nets,
there exists a small set of “globally” optimal wire widths for a [13] and [14] for minimizing the maximum delay objective, and
range of interconnects. We develop general and efficient methods [15] and [16] considering high-order moments. Most of these
for computing such a “globally” optimal wire width design and  studies, however, did not consider the coupling capacitance
show rather surprisingly that using only two “predesigned” widths which becomes the dominant capacitance component in DSM

for each metal layer, we are still able to achieve close to optimal desi In 1171=[19]. th i it is taken int
performance compared with that by using many possible widths, esigns. In [17]-[19], the coupling capacitance is taken into

not only for one fixed length, but also for all wire lengths assigned
at each metal layer. Our wire width planning can consider dif-
ferent design objectives and wire length distributions. Moreover,
our method has a predictable small amount of errors compared
with optimal solutions. We expect that our simplified wire sizing
schemes and wire width planning methodology will be very useful
for better design convergence and simpler routing architectures.

Index Terms—Interconnect optimization, wire planning, wire

consideration explicitly by performing interconnect sizing and
spacing (ISS) optimization and considerable delay reduction
over OWS is obtained. Interested readers can refer to [2] and
[3] for a comprehensive survey and tutorial.

Although these wire sizing/spacing optimizations have been
shown to be very effective for interconnect delay reduction,
there are still a lot of difficulties or limitations for current de-

sizing. sign flows to take full advantage of them due to the following
reasons: i) These wire sizing optimization will lead to the usage
of many discrete [5], [6], [12], [13] or even infinite [7]-[11]
number of different wire widths. They usually form a wire width
OR deep submicron (DSM) very large scale integratio@pering that is much wider near the source while much thinner
(VLSI) designs, interconnect has become a dominangar the sink (e.g., in an exponential shaping function when no
factor in determining the overall circuit performance, reliabilityfringing capacitance is considered [7], [8]). This will make the
and cost [1]-[4]. As a result, many interconnect optimizatiopverall routing structure irregular and the routing area utiliza-
techniques have been proposed in recent years for interconnigef low. In addition, it needs the support of a full-blown grid-
performance optimization. Among these techniques, witess router, which is usually expensive to maintain. ii) To make
sizing optimization is to find proper wire width tapering orthese interconnect optimization algorithms (which are mainly
sizing function for an interconnect so that a certain objectiv the routing level) feasible, proper high level wire planning is
function, such as the distributed RC delay, is minimized.  needed for the overall design convergence (e.g., to allocate ade-
The optimal wire sizing (OWS) was first studied in [S]quate routing resources). However, the usage of many different
and [6]. Dividing each wire into smaller wire segments angire widths (even for the same net) will make the interconnect
assuming that each wire segment has a uniform wire widdanning very difficult.
(to be selected from a set of discrete wire widths), their work | this paper, we first seek to simplify wire sizing optimiza-

presented an elegant algorithm to obtain optimal wire width f@tns We then study wire width planning with performance/area

each wire segment, under the weighted delay objective. Lalefimizations. The main contributions of this paper include the
on, continuous wire shaping for a wire was studied, whi llowing

corresponds to the case of discrete wire sizing formulation in

[5] and [6] such that each wire can be chopped into infinitely * We present two simple wire sizing schemes, namely

fine wire segments and arbitrary wire widths can be used. single-width sizing (1-WS) and two-width sizing (2-WS).

Closed-form wire shaping functions were obtained to minimize ~ We show that delay and area of OWS [6] can be reason-
ably approximated by these two simplified wire sizing
schemes. When the coupling capacitance is considered
explicitly, 2-WS can provide further delay and area re-
duction than 1-WS and achieve close-to-optimal solution
quality as compared to running an ISS algorithm [19]
directly.

* We explore the tradeoff between delay and area, using a set
of design metrics in the form od*77 (where A denotes
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area and’ denotes delay). In particular, we show that the TABLE |
metric AT* is very effective to guide area-efficient per- BASIC PARAMETERS
formance optimization, with up to 60% area reduction but Tech. (gm) | 0.25 | 0.18 | 0.13 | 0.10 | 0.07

less than a 10% delay increase compared to a delay-only Wrnin 025 [ 018 | 0.13 | 0.10 | 0.07
opt|m|zat|on metric. Smin 0.34 0.24 0.17 0.14 0.10
. L ) t, 86.6 | 66.4 | 544 | 50.1 | 298
Qur delay sensitivity study further suggest_s that there ex o 0282 | 0234 | 0135 | 0072 | 0.066
ists a small set of “globally” optimal wire widths for each Ty 16.2 17.1 22.1 234 | 221
layer with a wide range of interconnect lengths so that we r | 0.073 | 0.068 | 0.081 | 0.092 | 0.095

can perform early wire width planning. We develop effi- Tier-1| ¢ | 0.059 [ 0.060 | 0.046 | 0.053 | 0.056
P y P g b ¢ | 0.082 | 0064 | 0043 | 0.045 | 0.040

cient methods for computing such “globally” optimal wire T 0016 T 000 T 008 1 6055 1 5030
width design and show rather surprisingly that using only Tier2 | ¢, | 0.021 | 0.0176 | 0.0128 | 0.0136 | 0.0163

two “predesigned” widths for each metal layer, we are still cs | 0206 | 0.160 [ 0.103 | 0.103 | 0.089
* | 0013 [ 0.0088 [ 0.011 | 0.011 | 0.012

aple to achlevg close to optllmal p'erformance compared Tier-3 | e, | 0.0125 | 0.0007 | 0.0067 | 0.0074 | 0.0077
with that by using many possible widths, not only for one ¢; | 0154 | 0119 | 0.104 | 0.103 | 0.088
fixedlength, but also foall wire lengths assigned at each r - - 0.0088 | 0.0088 | 0.0075
metal layer. Tier-4 | ¢, - - 0.0043 | 0.0043 | 0.0035
. . . . c; - - 0.0782 | 0.0782 | 0.0904
 Furthermore, we provide sample wire-width design rec-
ommendations for current and future technologies.
The rest of the paper is organized as follows. Section 4} intrinsic device delay in ps;
states the preliminaries. Section Ill presents two simplifie), input capacitance of a minimum device, in fF;
wire sizing schemes and shows their effectiveness. Sectiondy output resistance of a minimum device, 1k

studies the interconnect delay/area tradeoff and proposes a neithe device and the first metal layer parameters used in
design metric that is performance driven, yet area efficienhis study are extracted based on th@97 National Tech-
Then in Section V, we propose a general and effective wirmlogy Roadmap for SemiconductofSTRS'97) [25]. As
width planning methodology. We demonstrate that an optfNTRS’97 only provides the first metal layer information,
mized two-width design for each metal layer shall be enougb study the effect of interconnect reverse scaling [26]-[28]
to achieve near optimality. The conclusions and discussioais higher metal layers, we extract a set of RC parasitics
follow in Section VI. The preliminary results of this work werefor higher metal layers, based on the geometry information

presented in [20] and a U.S. patent was filed for it [21]. from UC Berkeley’'s Strawman technology [29] and from
SEMATECH [30]. Similar to [26], [28], [29] we define a
Il. PRELIMINARIES routing tier to be a pair of adjacent metal layers with the

. . o . ame cross-sectional dimensions. Thus, from bottom to top,
This section presents the preliminaries, including the modéls !

. . ier-1 refers to metal layers 1 and 2, Tier-2 refers to metal
and key parameters used in the paper. We model the driver as

. . . layers 3 and 4,... and Tier-4 refers to metal layers 7 and 8.
an effective resistancR, connected to an ideal voltage sourc . . . .
) . or capacitance extraction, we use the 2.5-dimensional capac-
and the sink as a load capacitari¢ge. The well-known Elmore . ) ) .
. . . itance extraction methodology reported in [31], which uses
delay model [22], [23] is used to compute the device and inter- : : -
. a three—dimensional (3-D) field solver to generate accurate
connect delays. Although the EImore delay model may givetoo " . . .
. L . ' apacitance values for interpolation and extrapolation. The
conservative a delay estimation in DSM designs, especially for . .
L . . values of these basic parameters are shown in Table |. Note
near-source sinks in a routing tree with many branches due o . . )
. . N that these parameters are used mainly to illustrate our wire
resistance shielding [24], it is still a good delay measuremen

for two-pin nets (the majority of all nets in real designs an idth planning and optimization methodology. More complete

. ; : sets of process parameters, if necessary, can be used in the
thus the focus of our wire width planning work) and for gen- . . . L
ame manner for wire width planning and optimization.

eral high-level estimation and planning purposes. Note that 257
high-level estimation and planning, other sources of errors, such
as estimation of coupling capacitance due to unknown neighbor-
hood structures, may outweigh the inaccuracy due to the Elmordn this section, we present two simple wire sizing schemes,
delay model. Also, our wire width planning methodology canamely single-width sizing (1-WS) and two-width sizing
easily adapt to more complex and accurate models. The nd@WS), which will be used later for wire width planning. We

Il. SIMPLIFIED WIRE SIZING SCHEMES

tions for key interconnect and device parameters are: show that both 1-WS and 2-WS provide good approximation
Wonin minimum wire width, inum; to OWS that uses many different wire widths, under the as-
Snin sheet resistance, jom; sumption of fixed effective-fringing capacitance coefficient [6],
, sheet resistance, 0/0; [9]. In the scenario of variable effective-fringing capacitance
Ca unit area capacitance, in fFm?; coefficients such as under fixed pitch-spacing between neigh-

boring wires, 2-WS provides more flexibility than 1-WS and
still achieves near-optimal performance compared to running
11t is the sum of fringing and coupling capacitances [17]. an optimal ISS algorithm with many different wire widths [19].

cf unit effective-fringing capacitanéein fF/um:;
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Fig. 1. (@) Single-width sizing to determine the optimal uniform width
(b) The one-segment-type RC model for the interconnect. Fig. 2. Two-width sizing to determine the optimal , w., {1, andl, with

L+ =1

A. Single-Width Sizing ) o
. . . _ ) B. Two-Width Sizing
Given an interconnect of lengthwith loading capacitance . . _

¢y and driver resistanc&, as shown in Fig. 1(a), the 1-ws Ccompared to 1-WS that allows ongneuniform wire width,
problem is to determine tHeestuniform width that minimizes e optimal 2-WS provides slightly more flexibility by allowing
the source-to-sink delay. To compute the distributed Elmof® {0 two discrete wire widths. As shown in Fig. 2, 2-WS is
delay, the original wire is often divided into many small wird® determine the optimal two widths, andw;, together with
segments and each wire segment is modeled agype RC (heir lengths; andl, (with the constraint of; + > = 1) for
circuit. For uniform-width wire with ar-type model, it can be Performance optimization. _ _
shown that the Elmore delay is the same no matter how the wire! "€ ElImore delay under 2-WS can be written as follows:
is divided into shorter wire segments [12], [32]. Therefore, we

; —— T (wy,we,l1,l2) =Ry - Iy + cqwaly + ¢ 1l
can just use the one-segmenmodel as in Fig. 1(b), wherg,, (w1, wz, 1 I2) @ (cy2la & cawly + ¢p1h

denotes the total wire resistance arig denotes the total wire +eawrh 4+ Cr)
capacitance. The Elmore delay from the driver to the load in + lma B +13) T oreglyly 2t
Fig. 1(a) can then be written as follows: 2 w2
1 + 7’Cf1[1[2 + 7’Cf2[§ 7’Cfll%
T(w,l) = Rycyl + RyCr + 57Ca 2+ Rycyl - w wo 25 2w,

lo I
Cp | —+ — ).
(1) A L<w2+w1>
The above delay formula can be rewritten as a quadratic func-
tion of /5 in the following form, after substituting = — I»:

1 1
+ <§rcf12 + 7’ZC'L> -
Thus the best wire width to minimiZ8(w, ) is

T (Cfl + 2CL)
2Rqc, )

W (l) = T (w1, w2, le) = Ko - 13+ K - 12+ Ko 4)

(2)

where
From this, we can see that largerandC’, lead to larger wire wy 1 [cp ¢ 2ep
sizes, while largeR?; (weaker driver) and, lead to a smaller K2 =7c, <1 - —) + 5" <— + === —)
wire sizing solution. This simple analytical formula confirms w2 e w2
some previous results, including twére-sizing/driver-sizing K; =R, (cr2 —cp1) + Rucq (wa —w1) +7cal <ﬂ - 1)
relation (i.e., larger driver size leads to larger wire sizes), w2
wire-sizing/capacitive-loadingrelation (i.e., larger capac- e <i _ i) Loy, <L _ L)
itive loading leads to larger wire sizes) in [33], and the we Wy w2 Wi
effective-fringing propertyi.e., larger effective-fringing capac- Ky, =Ry (c¢f1l + cqwil + Cr)

itance leads ti) larger wire sizes) in [17]. The optimal delay for N 17) BRI rOrl
1-WS usingw* is 2 LA T
Trws(1) :RdCL—i—Rdcfl—i—\/2Rdcar(cfl+2CL)~l Then, the optimal length fol., denoted asli, to mini-

1 mize T(wy,ws,l2) is either—K; /2K, when K> > 0 and
+orcg -2 (3) 0 < —K,/2K, < I, or the better one of 0 andthat gives

2 smaller delay for all other cases. The optimal delay for given
The four terms at the r.h.s. of (3) af¥1), O(1), O(Iv/1), and (w1,ws) is then
O(1?) in terms ofl, respectively. It can be easily shown that . w2 .
Tl(ws)is a quadratic convex function of the interconnect length T (w,w2) = Ko 3" + Ki - [ + Ko ®)
l. Therefore, the equally spaced buffer insertion algorithm asip 4 the corresponding interconnect area is
[34] can be used to perform simultaneous buffer insertion and
uniform wire sizing. A" (wr,we) = wals +wi (1 =15). (6)
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The 2-WS optimization program will search for the best wire
width pair @7, w3) from given technology and design specifi-
cation. Letw; = awi, with & € [tmin, umax]- FOr optimal
2-WS solution is usually within a small range. Fig. 3 shows
the optimal widths ofv} andws for Tier-1 and Tier-4 using the
0.104:m technology for a wide range of interconnect lengths
(from 100m to 2 cm)? It can be seen that for all cases, the
ratio of w3 /wy is between 1.2 to 3.6. Thus, we can set a con-
servative search range fat [;,,, a.x] to be from 1 to 5 during 0.000 . M— . , . . . A
the 2_WS Computatlon . o 2000 4000 6000 8000 |,,;?:‘()3m, 12000 14000 16000 18000 20000

In fact, it is very interesting to observe that the 2-WS solution (b)
is not sensitive to fairly big variation ak around its optimal
value. For example, we can just seto be a fixed nearby in- Fig. 4. (a) Delay anq (b) average wire width comparisons for 2-WS using
teger, such as 2 or 3 and still achieve comparable performan(#zet'.ﬁa,la/‘lfbx(?dci = zora = 3forTier-1 of the 0.10«m technology.
Note that for differenty, 2-WS optimization will have different ! '
w} andw} for delay minimization. Fig. 4 shows the delay an
average wire width comparisons for 2-WS using optiméee
Fig. 3) and two fixedx of 2 and 3. There is very little differ-
ence for both delay and area using these two fixed integer ratiodn this section, we compare the performances of 1-WS and
versus the optimak. Therefore, in practice, one can choose t8-WS with that of optimal wire sizing witmanydiscrete wire
use a fixed integer ratio of two wire widths as this will simplifywidths. There are two common scenarios when performing wire
the overall routing structure and wire planning (see a more d#zing optimization: i) Fixed effective-fringing capacitance

1500 |

Avg width (um)

1.000 |

0500 |

cg X 100.

%. Comparison of 1-WS and 2-WS With Many-Width Optimal
Sizing

tailed discussion in Section V). coefficientc for different wire widths. It essentially assumes
To enumerate different from aumin t0 max, @an incremental some fixed nominal spacing to neighboring nets (i.e., when
step Aa = 0.5 is usually adequate (with less than 0.19@ net is sized up, its neighboring nets will be pushed away).

delay difference compared to the very fine incremental stdfis simple capacitance model was widely used by early
of Aa = 0.01). The optimal wire width enumeration fas? works of wire sizing optimizations [6], [9], [12], [13]. ii) Fixed
is bounded by the design specification of the minimum wirgitch-spacing, defined to be the distance between the center
width W,..;, and the maximum widthV,,..... In practice W,,..,  lines of neighboring wires (see Fig. 2). It essentially assumes
is usually not greater than 1%,.;,. Again, it is accurate that when one net is sized, its neighboring nets are fixed.
enough for an enumeration step&fy = W,,,;,/2 (with less Then, different wire widths of the net to be sized will lead to
than 0.1% delay difference compared to a very fine incremetiifferent edge-to-edge spacings and thus different coupling and
of Aw = Wy, /100). effective-fringing capacitances. This model explicitly considers
To summarize, since for a givemw({, w-), the best delay can coupling capacitance, as in [17]-[19].
be computed in closed-form formula from (5) and the number 1) Comparison With OWS Under Fixeg: Assuming that
of (wy, wo) choices, bounded byv,ax — Cumin ) /A - (Wi —  €ach wire has a set of wire width selections, [6] presented an
Wmin)/Aw, is constant in practice, the optimal 2-WS can the®@WS algorithm under the EImore delay model, by iterative local
be computed in constant time as well. refinement to compute lower and upper bounds of the optimal
wire widths, followed by a dynamic programming algorithm to
?Note that from Fig. 3 to Fig. 7, we arbitrarily set the maximum lengtiphtain the final OWS solution. The OWS solution depends on
to be 2 cm, which is roughly the chip dimension in the current and futur, . . . . . .
ﬁae range and granularity of tigévenwire width choices. Obvi-

technologies in NTRS'97. The trend in each figure, however, shall go beyo ‘ > > )
the 2 cm length. ously, a larger wire width choice leads to better OWS solution,



CONG AND PAN: WIRE WIDTH PLANNING FOR INTERCONNECT PERFORMANCE OPTIMIZATION 323

0.600 T T T T

2500

Tior-4-2WS —x—
Tier-4-OWS - #--
2000 | 0500 |
-r
0.400 | e
1500 | 7
Z E
3 > 0300
g k-3
2
1.000 [ o
0200 |
osoo |
0100 |
0.000 v ’ , w00 1 ;mo 000 sc‘ooo 18!‘}00 20000 0.000 s . . . L . N . R
0 2000 4000 6000 800D ] ‘:h"‘” 2 14000 1 0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000
length (um) length (umm)
(a) (a)
Tor1- WS —— T T T T t T T r .
3. ——- Tior-4 - WS ——
Tior-1+2WS —x- 3.000 - i

2.000 F Tiot-1 - OWS -
-

2500 +

1500
E £ 2000 |
= 2
£ £
H £
g‘ 1.000 | e 1500
: §
z z
1.000 |
0500
0.500 |-
0.000 v -y L L L " L L A 0.000 M " " " " 1 1 L "
0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000 0 2000 2000 6000 8000 10000 12000 14000 16000 18000 20000
Length {um) Length {urm)

. . . . K ig. 6. (a) The delay and (b) average wire width comparisons of 1-WS, 2WS,
Fig. 5. (a) The delay and (b) average wire width comparisons of 1-WS, 2V\)§nd OWS for Tier-4 using the 0.10m technology.

and OWS for Tier-1 using the 0.10m technology.R, = r,/100, C; =
¢y % 100. To run the OWS algorithm, we sét,,,.. = 50 x W, with the
width incremental to bél /2)W,..;,, and the wire is segmented in every 00 Note that in theory{li.. in (3) is still a quadratic function

(same for other figures). of I, while 7, is a subquadratic function of [34]. For
1-WS to be a “good” approximation of OWS, the length
which in the extreme case implies continuous wire shaping (i.shall be smaller than certain threshold length such that the
infinite number of wire widths) as in [7], [8], [9], and [11]. Thequadratic term becomes less important and dominated by
question is then, how many wire widths are “good” enough? other terms. We observe that as long as the quadratic term
Our experiments show surprisingly that the optimized delays (3), i.€., (1/2)rc,!?, is smaller than the(l) and O(IV1)
under 1-WS and 2-WS are close to that from running OWS derms in (3), 1-WS approximates OWS well (usually within
gorithm [6] using a wide range of parameters from NTRS'9R0% accuracy). That is, 1-WS can be used to estimate the
Figs. 5 and 6 show the optimized delay and average wire widdelay for OWS provided tha{1/2)rc,/*> < Racyl and
comparison of 1-WS, 2-WS, and OWS for an interconnect ¢f /2)rc,1? < /2Ryc,r(csl + 2CL) - L. It can be shown that
length up to 2cm, for Tier-1 and Tier-4 under the 0/-tech- if (1/2)rc,l < Rycy, then
nology, respectively. For Tier-1 (in Fig. 5), both 1-WS and 2-WS
have very comparable delays to OWS up to a wire length of 4 \/2Rdca7’ (cfl+20L) >/2Rqgcereyl

mm. For longer wires in Tier-1, the differences between 1-WS 1

and 2-WS versus OWS become larger (up to 46% for 1-WS and >4/ 2¢cqrlsred = el
23% for 2-WS for the 2-cm interconnect). But in practice, we 1 2

will not have long wires (e.g» 4 mm) in Tier-1, because for a >§7’cal.

critical global interconnect, buffers will be inserted and/or upper

metal layer will be used to route it. Fig. 6 shows that both 1-w&herefore, both inequalities are metlif< 2Racs/rc,. For

and 2-WS obtain almost the same delay as OWS for all wifder-1,2Rqcs/rcq = 4.3 mm; for Tier-4,2Rycy /rcq = 96 cm
lengths up to 2 cm (the chip dimension) for Tier-4. Figs. 5(yhich is much larger than the chip dimension. This explains
and 6(b) also show the comparison of average wire widths undéty 1-WS and OWS delays are so close for wires shorter than
1-WS, 2-WS, and OWS. It is interesting to observe that bothmm in Tier-1 and for wires up to chip dimension in Tier-4.
1-WS and 2-WS give very similar average wire widths confince 2-WS always achieves better performance than 1-WS, if
pared to OWS, even for long wire lengths at Tier-1 where OWEWS works well (e.g., 90% accuracy compared with OWS),
has much better delay than 1-WS and 2-WS. 2-WS shall have a better approximation to OWS.
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Fig. 7. Comparison of 1-WS, 2-WS, and ISS with variableR, = r, /100, Fig. 8. The delayl” and its sensitivity tav, dT'/dw, using different uniform

Cr = ¢y, X 100.To run ISSWax = 50 X Wiin With the width incremental - wire widths for a 2-cm global interconnect using the OifitechnologyR. =
as(1/2)Wuin and ten segments for each wire are used. r,/100,Cy = ¢, x 100.

As shown in Fig. 8, delay decreases sharply as width increases
ér_om the minimum wire width (i.e., 0.1pm) sincedT/dw <
whenw =~ Wy, then flattens agl7’/dw slowly achieves
ero where the delay is the minimum and after that the delay
creases slowly adl’/dw > 0. The optimal widthw* is about
.6m fora 2 cm global interconnect in Tier-4 under Oza. It

not difficult to see that in order to achieve the minimum delay,
Eg cost, in terms of wire area, is high. For example, using wire
idth of 1 »m has only 10% more delay than the optimal OWS,
ut saves 62% area. Therefore, delay minimization only could

d to significantly larger areal!

2) Comparison With ISS Under Variabtg: So far the val-
idation of 1-WS and 2-WS is under the scenario of fixed effe
tive-fringing capacitance. Another common scenario for wi
sizing optimization is to fix the pitch-spacing. Then, different
wire widths will lead to different edge-to-edge spacings and th
different coupling and effective-fringing capacitances. _

In this scenario, wire tapering will show more advantagé
since downsizing wire segments near sinks will reduce the cd
pling capacitances. As a result, the 1-WS solution may not
flexible enough. However, we show that the 2-WS solution st
achieves near-optimal performance. Fig. 7 shows the delay ¢

parison of the optimal 1-WS and 2-WS solutions with an 1SS _TO pbtain a good metric for area _efficient p_erformance_ opti-
solution [19] using many different wire widths under Tier-4 0]mlzatlon, we have performed extensive experiments on different

- -delay metrics in the form of*Z7, including 7' (delay
the 0.10+m technology. A table-based capacitance model [S%fllea > A " 5
is used to look up the area, fringing, and coupling capacitanc y), AT (area-delay producti7=, AT”, AT*, AT”, and so

for different wire widths. We can see that the delay from 1-W n. Itis obvious that ag gets larger, more weight is given to
elay. In particular, our study suggests tH4t* is a metric that

is about 20% to 30% larger than that from ISS. The 2-WS sp="" e L .
IS suited for area-efficient performance optimization, with only

lution, however, has up to a 15% delay reduction compared 10% delay i ¢ OWS. but sianif
1-WS and less than a 5% difference compared to ISS using @ﬁ?‘%t a v defay Increase from ' .Ut signi icant area re-
uction. Fig. 9 shows an example. The optimal widths of a 2-cm

different wire widths. .
i 2 3 4 5 _
To briefly summarize, we propose two simplified wire sizin n;e(;cognGe(;:t fimcé)leg ' AdTZ AT", AT | anIdT "?‘Le O'dl? '
optimization schemes, namely 1-WS and 2-WS. Both 1- —, 0.60-, 1.0-, 1.15- and 248n respectively, with a delay

and 2-WS provide good approximation to OWS [6], [9] witt? %'77’ 0.84, 0'623 0.53, 0.52, aﬂd 0'4.8 ns, respectively. The
optimal 1-WS solution under théZ™* metric uses 62% smaller

many or even an infinite number of different wire widths, as="". 5 5
suming a fixed effective-fringing capacitance coefficient (esseW—!”ng area compared to OWS (20 000w versus 52 00pm-),

tially fixed edge-to-edge spacing). Under a fixed pitch-spaci th only a 100/‘.’ increase of del'ay. Therefori,'we WII.I use the
scenario, 2-WS is superior to 1-WS and still provides good & grfo_rmance—drlven_b ut area-efficient metd™ in Section v
proximation to ISS [19] with many different wire widths. A con- or wire width planning.

servative range for the optimal ratig; /w7 is between 1 and 5.
Since the optimal 2-WS solution is not sensitive around the op-
timal w3 /w3, in practice, we can just take the nearby integer to

V. INTERCONNECTARCHITECTURE PLANNING
FORWIRE WIDTH DESIGN

simplify routing structure. From our study of 1-WS and 2-WS in the previous sections,
a very interesting observation is that the delay is not sensitive to

I\V. DELAY-AREA TRADEOFF AND AREA certain degree wire width variations around the optimal solution
PERFORMANCEDRIVEN NEW DESIGN METRIC (see Fig. 8). This not only suggests that we can achieve close to

. timal performance with significant area saving (as shown in
The simple closed-form delay formula Of.l.'\.NS enables us %E;ction 1V), but also suggests that there may exist a small set of
study the delay-area tradeoff and the sensitivity of delay vers o . .
globally” optimal widths for a range of interconnect lengths,

wire width. From (1), we can compute the differential so that by just using such a small set of predetermined “fixed”
dT %chp +7lCy, widths, we are still able to get close to optimal performance for
= Raca — 2 . all interconnects in given length range! In Fig. 10, we draw the

dw w
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Fig. 9. Different optimization metrics for a 2-cm interconnect in Tier-4 underig- 10. Delay sensitivity of using different widths for a 0.5, 1-, and 2-cm
the 0.10um—technologyR, = r, /100, Cy, = ¢, x 100. They-axis is scaled interconnect at Tier-4 of the 0.10m technologyRa = r, /100, Cy = ¢ X
so that all metrics can be shown in one figure. 100.

delay sensitivity versus wire width for three interconnects &¥ar-optimal performance (only a few percent difference com-
length 0.5, 1, and 2 cm. The optimal widths for them are abo@r€d t0 using many widths), thus it is recommended for most
1.0, 1.4, and 2.6:m. However, any 1-WS with width from 1.0 d€signs. In terms of design metrics, when= 0 andk = 1,

to 2.0,:m will have less than a 10% delay from that of OWS folh€ objective is for performance optimization only. However, as
all three lengths. we observe in Section Ill, delay only minimization tends to use

This crucial observation motivates us to study the intercol2C 1arge a wire width with marginal performance gain, since
nect architecture planning for optimal wire-width design. In paF_he delay/width curve becomesivejry flat_whlle appr_oachlng op-
ticular, we want to determine a small set of “globally” optimafimal delay. We may use othet"I” metrics according to the
wire widths (such as only one or two widths) during the gdiming and area constraints. For ease of illustration, we assume

sign planning phase for a wide range of interconnects (not ff) = 1. ) . , )
just one length!) such that by using these predetermined widthaV/e Use the analytical (if possible) or numerical methods to
alone, we may still achieve near-optimal performance compargPute the best 1-width or 2-width design (or a few more

to the full-blown usage of an arbitrary number of wire width¥/1dths if necessary). Let us first consider the simplest case,

together with complicated wire sizing (and/or spacing) algd:=Width design using metri€. We need to determine the “glob-

rithms. This optimal wire-width design, on one hand, still gua@!ly” best width to minimize
antees close to optimal performance; on the other hand, it greatly ma Tlw. Dl
simplifies the routing architecture and the interaction of layout / (w, 1)
optimization with other higher level design planning tools angpere

lower level routing tools.

(8)

Imin

1
T(w,l) = Rycyl + RyCr, + 37 12 4+ Rycgl - w
A. Overall Approaches
. . . . + —7’cf12 +7rlCr ) - —
Given the wire length range for each layer, the wire width 2 w

planning problem is to find the best wire width design, writtefs the delay for wire lengtth using wire widthw, the same as
in the form of a vectodV’, such that the following objective (1), So the “globally” optimal width¥* for w is thus

function:

fllmax (%76}“1 + TCL) ldl

o . B ' — W* — min
L] (W7 lmma lmax) = /lmin )\(l) f (W7 l) dl (7) fli‘::‘ Rdcaldl
is minimized, where\(1) is the weighting function for length Lpcy (B — 3. ) + 70 (12, —12.)
and f(W, 1) is the design objective function to be minimized =/2 S S 9)
f( ’ ) g ] ! Ryc, (112113)( - 11211111)

such as delay and area. In this paper, the design metric that can o

explore the delay-area tradeof{iV', 1) = A/(W,1)-T*(W,1) f lhax > loim, Which is the case for our length range for each
is used, wherel(W', ) is the area an@ (W, 1) is the optimized ti€r, thenW™ can be approximated as

delay us_ing iny those vyire Widths from the wire width planning %chlxnax +rCp

W. To simplify the routing architecture, we shall use as small W* e (10)

a number of wire widths as possible. It is obvious that 1-width dCa

design (i.e.}J¥ has only one componeHt) and 2-width design which is abouty/2/3 - w* (1ax) from (2) provided thaC;, <
(i.e.,W has two component$y; andi¥) are the two simplest ¢limax-

ones. So we will start from these two cases and show how thd~or the 1-width design under more general design metrics
wire width planning works. In fact, as we shall show in Sedn the form of A“7¥ or 2-width design, a simple analytical
tion V-B, the 2-width design is usually good enough to achievermula like (9) or (10) may not be obtained as we have to
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solve a high-order equation fas. In this case, the numerical Generate Logic Blocks; Plan Their
method will be used. For the example of the 2-width design, Locations and Layer Assignments
we can obtain the “globally” optimal width pair ofi(y, W5),
denoted asW;, Wy) for all wire lengths froml,,iy, 10 lyax

Estimate Wire Length Distribution and

in a similar manner as computing the optimal 2-WS for a Assign Weight Function (For Each Layer)
fixed wire lengthl in Section llI-B. LetWy = oW, with
o € [omin, ™ . As in 2-WS optimization,oyin = 1,

[ n,l,lm max] . P o : Plan a Small Set of Globally Optimal
max = D andAa = 0.5 are usually adequate. The width Wire Widths (For Each Layer)

enumeration of#; is bounded by the design specification of
minimum width W,;;,, and maximum widthiv,.,.. Again,
the enumeration step akw = W,,;,/2 is accurate enough Perform Interconnect Optimization
. . X Using The Planned Wire Widths
(with less than 0.1% delay difference compared to a very fine
increment OfAw -~ Wmm/m(.))' F.0r each Wl’ W2), we then Fig. 11. An exemplary flow of wire width planning and optimization.
compute the objective function in (7), using the closed-form
formula from (5). Since the total number of wire width choices
for (W1, W) is bounded (less than 200 in practice), the optimal

Proof: The left-hand side of (11) can be written as

(W1, W>) can then be computed very efficiently. S A - [f (Vf/,l) _f (I/f/*, l)} dl
Our experiments show that the 2-width design is usually — lh.s.=|——— =

good enough. Yet, if needed, one can compute a few more wire fzx A - f (W*’ l) dl

widths u§ing the_ same enumergtion method described above. J-lnfax A - S - f (W*,l) dl

For ak-width design (wheré& > 2 is a small constant), denoted < | Hmin

as (Wi, W, ..., W), we assume that they form an arithmetic - fll" AL - f (W*,l) dl

series, i.e.. W1, oW1, 2a—1)W1, ..., [(k—1)a—(k—2)]),

so that we limit our search space again to only two variables,
« andWj. For a given set of f';, Wy, ..., W}), we can use . . =

the efficientlocal refinement(greedy wire sizing algorithm) ~ Fig- 11 shows an exemplary flow of using our proposed
[6] to compute the optimal delay and the wiring area for eaclir® width planning and optimization. At the beginning,
wire length during numerical integration. The granularitiel@9iC blocks for a design are generated and their locations
for searchingy and W, are the same as those for the 2-widtfi'® roughly planned. Also, the designer may specify some

design. Note that the time complexity for the wire widtHrUIes for the wiring layer assignment (e.g., short wires are

planning is actually not a major concern, since it only needs rtguted in lower metal layers). Then, based on the geometric

. : . . _locations of the logic blocks, the wire length information in
be runoncefor a given design or a set of designs. The key ide ; L .
. . : B y o e design can be computed. By assigning each interconnect
however, is to identify a small number of “globally” optimal

) . . . . to a specific metal layer, the wire length distribution of each
wire widths design, such that by using these predetermlnegler can be obtained. Alternatively, if there is no physical

W|r_e widths, the near opt|_maI|t_y can still be met, rather thar?.)cations, the wire length distribution data may be extracted
using a Iar_ge r_1umber O_f wire mdths_. o from previous designs of similar characteristics, or obtained
The weighting function\(/) provides a lot of flexibility. qing some statistical models like the one in [27]. Note that
It can naturally be the wire length distribution function, ofyhile wire length distribution function is a natural candidate
it can be a weight that a designer wants to put on differeg; the weighting function\(Z) in the objective function (7) for
wire lengths (for example, larger weight for global intercongire width planning, the designer may choose to weiyfi
nects). Our wire width planning, nonetheless, is flexibledioy iy some other manners (e.g., assign larger weights for global
weighting function with bounded maximum error comparednterconnects). Then, for a given design optimization metric,
with the “true” optimal solution by using many possible widthsa small set of “globally” optimal wire widths for one or more
It is justified by the followingmaximum error theorenin the = specified layers are determined and planned (usually two-width
theorem,f(W, 1) denotes the optimized design metric using aglesign is adequate for both delay and area optimization). These
arbitrary number of wire widths, whilg(W™*,l) denotes the predetermined wire widths for each layer will be used to plan
optimized design metric using only our small set of “plannedind allocate proper routing resources, perform interconnect
wire widths. Usage of the maximum error theorem will béayout optimization, and generate final layouts. The reader may
shown in Section V-B. refer to [4] for more detailed discussions of how our wire width
Theorem 1 (Maximum Error Theoremf |(f(W,I) — planning results can be used in an interconnect-centric design
SOV DY FOV*, D] < Sumax fOr anyl € (Lnin, lnax), then for  flow.
any A(l), we have

= 6111 ax-.

B. Effectiveness of Wire Width Planning

) (I/f/,lmin,lmax) ) (I/f/*, Lmin, lmax) In this section, the results from using 1-width and 2-width
<max- (11) designs are presented to show the effectiveness of wire width

® (W*, Linins lmx) planning.
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TABLE 1l TABLE IV
MAX WIRE LENGTH (IN MM) ASSIGNED TOEACH TIER Two-WIDTH PLANNING UNDER DIFFERENT METRICS

Tech. (#m) {0.25]0.18 | 0.13 | 0.10 | 0.07 Metrics | Tovg | Wi | Wy | Waug | ATwvg | AT e
Tier-1 2.50 | 1.80 | 1.30 { 1.00 | 0.70 T 164 [ 2.12 | 4.66 | 3.68 | 2.84% | 4.36%
Tier-2 6.50 | 5.85 | 3.27 | 2.84 | 2.30 AT?® 168 | 1.38 | 2.76 | 2.51 | 5.07% | 9.61%
Tier-3 17.3 1 19.0 | 8.23 | 8.04 | 7.57 AT® 171 | 1.21 | 242 | 2.25 | 6.63% | 12.3%
Tier-4 - - 20.7 |1 228 | 249 AT* 176 | 1.00 | 2.00 | 1.90 | 9.78% | 17.3%
AT® 190 | 0.77 | 146 | 1.42 | 17.5% | 29.2%

AT? 239 | 046 | 0.78 | 0.77 | 46.6% | 71.1%

TABLE I
ONE-WIDTH AND TWO-WIDTH PLANNING UNDER THET METRIC
Tror T 5 3 T The 2-width design optimally selects two wire widths;
W= (um) | 0.11 | 055 | 1.40 | 3.82 andWy. IngenerallV; < W* < W3 for each metal layer. The
1-width { Toye (ps) | 69.2 | 134.8 | 160.5 | 166.8 optimal width ratioo* = W3 /W7 for Tier-1 to Tier-4 are 1.5,
ATmas | 3.6% | 2.6% | 3.7% | 6.7 % 2,2, and 2.2, respectivelyAs expected, the two-width design
% EZZ; 8:}2 8:22 (1):2; i:éé obtains even better approximation to OWS than the one-width
2width | Tawe (ps) | 692 | 134.0 | 1592 | 163.9 design, with a few percent delay and area reduction. Note that in
Waog (pm) | 0.11 | 053 | 1.34 | 368 the table, we show the average wire width&dirwire lengths at
ATmey |24 % | 18% | 2.6% | 44 % each tier. For individual wires, 1-width design may have to use

OWS | T (ps) | 69.2 | 132.2 | 156.2 | 158.9 a much larger average wire width, especially for shorter wires

at each tier. For an example of wire length 8.04 mm (shortest

The experimental setting is as follows. For wire length digVire in Tier-4), 1-width design still has to use 3.8, while a
tribution and layer assignment at each layer (tier), we assuffi@re flexible 2-width design has an average wire width of only

that the maximum wire length,{.,.) in Tier-1 is 10000 fea- 2-99xm, which is a 22% reduction of wiring area. .
ture size and,,. in the top tier isL.q,., i.e., the chip di- As seen in Section IV, a performance-only wire planning

mension [30]. Thé.x in the intermediate tiers is then deterMetric may lead to excessive wire area. Our wire width planning
mined by a geometric sequence such that for any tigr,(i+ Methodology, however, can easily explore the tradeoff between
1)/lnax(i) = linax(i)/Imax(i — 1). For example, in 0.1Qsm Performance and wiring area (for routability consideration).
technology/uax(1) = 1000 M, Iyax(4) = 22800 pm. Since Table IV shows the results of using several optimization metrics
22.8Y/4 = 2.84, We havel,,.x(2) = 2840 pm andl,,.(3) = N the form of AT7 and compares the average defay,, Wy,
8040 m. The minimum wire length for tiei is the maximum W3 (= @"WT), Wayg, ATy, and ATy (the average and
length for tieri — 1, i.e., (i) = lmax(i — 1). Table Il shows Mmaximum error compared to OWS) for Tier-4 of the 0/L®

the maximum wire length in each tier for NTRS'97 technolotéchnology. The area-aware metrics 41, AT, and AT*
gies. We assume a uniform weighting functidfl) = 1. We all have within 7% average delay difference c_:ompared to the
also take a representative driver for each metal tier for our wipgrformance-only metrid’, but reduce area (i.eWavs) by
width planning. The drivers for Tier-1 through Tier-4 arext0 32%, 39%, and 48%, respectively.

40, 100x, and 250« of the minimum gate in the given tech- 2) Under Variablec;: When we assume fixed pitch-spacing
nology, respectively. and consider variable coupling capacitance during wire sizing

To numerically compute the integral of the objective functiofPtimization, the 2-width design shows much more flexibility
(7), we use wire length incremental step tode= 10 zm. On than the 1-width design. Table V shows the comparison of using
a Sun UltraSPARC 10 machine, less than 0.1 second cPUNg optimal 1-width and 2-width designs under metut#*

needed for our wire width planning (either one-width design ¢fersus using many different wire widths (denoted as m-width
two-width design) for any metal layer. in Table V), where 100 discrete widths are used by running

1) Under Fixedc;: We first show the effectiveness of our!SS algorithm [19]. We compare the average deldy{ in
wire width planning under fixed effective-fringing capacitanc8anoseconds), the maximum delay difference compared to ISS
coefficient, which essentially assumes a fixed spacing betweléh! max in percentage), and the average wire widtti,(, in
a net and its neighboring wires. Table Ill shows the optimaIM) of using 1-width design, 2-width design, and many discrete
1-width design and 2-width design under the delay-only metrféré widths (m-width) by running the ISS algorithm. Tier-4
T and the comparison between 1-WS and 2-WS (using selecff@-10:m technology with different pitch-spacings (pitch-sp)
widths) with OWS for different tiers in the 0.1@m technology. 1S used for the experiments. For pitch-spacing of 2, the

The OWS results are listed at the last row of the table. THeWidth design has average delay about 14% and 20% larger
1-width design *) selects minimum width for Tier-1 and than those from 2-width and m-width. Moreover, it has an av-

sizes up in a factor of 2.5 to 5 for upper tiers, with 3,82 in  €rage wire width (thus area) about 1:82ind 1.92x those from

Tier-4. The average dela§f}, ) for each tier is computed for all the 2-width and m-width results. The 2-width design, however,
wire length distribution in each tier. It ranges from 69 to 167 p§2s close to optimal delay compared to the solution obtained
less than 5% larger than that obtained by OWS. The maximJfRm many widths (m-width) by running the optimal ISS al-
delay difference compared to OWS at each tisf},..) is only gorithm (just 3%—-6% larger), with only slightly bigger area
up to 6.7% (for Tier-4). According to Theorem 1, it can be used'v"‘Again, we can simply set a fixed ratio of 2, with almost no difference from
as a maximum error bound undany weighting functio\(l).  usinga~.
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TABLE V
WIRE WIDTH PLANNING UNDER VARIABLE ¢

Scheme pitch-sp=2.0 um pitch-sp=2.9 um pitch-sp=3.8 um

Tavg ATmaz Wavg Tavg ATma:c Wavg Tavg ATmam Wavg
1-width [ 0245 28.2% | 1.98 | 0.177 | 15.7% | 1.83 | 0.143 | 59% | 1.63
2-width | 0.215 | 7.0% 1.08 | 0.167 | 5.9% 123 | 0.140 | 3.9% 141

m-width | 0204 | - 1.03 | 0159 | - 119 | 0136 | - 1.38
(less than 5%) than that of the m-width. Note that when the TABLE VI
pitch-spacing becomes larger, the difference between 1-width, SAMPLE WIRE WIDTH PLANNING
2-width, and m-width results will get smaller. Tech. (um) | 0.25 ] 0.18 | 0.13 | 0.10 | 0.07
In Table V, we also list the maximum delay difference Tier-1 | W* [ 0.25 [ 0.18 [ 0.13 ] 0.10 | 0.07
(AT, of 1-width and 2-width designs compared to m-width. Tier-2 | W; [ 0.25 [ 0.18 | 0.13 | 0.10 | 0.08
This is an important metric which provides the maximum W; 1050 ] 0.36 ] 0.26 | 0.20 | 0.16

Tier-3 | Wi | 0.65 | 0.47 | 0.24 | 0.22 | 0.23

error_bound undeany weighting func_tior)\(l) in our objec'_[ive ws | 130 | 0.04 | 0.48 | 0.44 | 0.46
function. Note that although we derive the optimal 1-width or Tier 4 | Wr | - 1098 | 1.00 | 1.06
2-width design using the uniform weighting functiok) = 1, wi | - - [1.96] 200|212

our maximum delay differencé&1%,,, using 2-width design
is only 3.9%-7%. Therefore, from Theorem 1, this 2-width, ) .
design differs from many-width optimal solution by 3.9-7%4""9 methpdology, many interconnect-centric problems bgcome
for any weighting function (7). much easier, suc_h as interconnect performar)ce estimation, in-
terconnect planning (routing resource allocation at high levels
C. Sample Wire Width Planning for Technology Generationsaanl SO_On)’ af‘d performance-dr_iven gI_obaI and detailed routing.
in NTRS In particular, if only one or two fixed widths are used for every
) ) _ metal layer, a full-blown gridless router may be unnecessary or
We have further performed wire width planning for alan he much simplified. Note that a straightforward method to
major technology generations listed in NTRS'97 from 0.25 tRygjize a gridless detailed router is to use a grid-based router
0.07um. Our recommendation is based on the optimal 2-widtjth very fine gridss The grid size is determined by the largest
design with the area-efficient performance optimization metriGmmon divisor of all the wire widths (assuming the grid for
AT*. The results are shown in Table VI. It suggests thgjre spacing is the same) and itwill be the manufacturing grid in
minimum width for local interconnects in Tier-1. For Tier-2 tqne extreme case. It is obvious that using one or two fixed widths
Tier-4, there are two different predetermined wire widths W'ttwith integer ratio of 2:1 as shown in this paper), the grid size
width ratio of 2:1¢ Therefore, we have a wiring hierarchy on jyst the planned wire width itself for one-width design or the
different metal layers such that Tier-2 is about 1-2 times widgpaller one for two-width design. Itis much larger than the man-
than Tier-1, Tier-3 is about 2-3 times wider than Tier-2, angkacturing grid and sometimes even larger than the minimum
Tier-4 (if available) is about 4-5 times wider than Tier-3. Suclyire width allowed at each metal layer. Thus, the routing grid is
a wiring hierarchy can effectively minimize the interconnegiy ch smaller and problem complexity is much reduced. This,
delays for all local, semiglobal, and global interconnects whilg turn, will significantly simplify several other problems, in-
ensuring high routing density and simplified routing solutionsg|yding RC extraction, detailed routing, and layout verification.
In this paper, fixed-size drivers and loads are used to de-
VI. CONCLUSION AND DISCUSSIONS rive one-width and two-width designs. That is, we assume that

In this paper, we present two simplified wire sizing schemé! drivers are of the same size in each layer, and so are the
(1-WS and 2-WS) for VLS| interconnect optimization. Our serf®@ds. Our wire width planning methodology, however, can be
sitivity study on wire sizing optimization reveals an interestin§Xt€nded to handle more general cases with a range of drivers
delay-area tradeoff and suggests that there exists a small sét'¥f /0ads using similar numerical integration. Depending on
“globally” optimal wire widths for a range of interconnects. WdNPut parameter ranges, a few more widths may be needed to
develop a general and efficient wire width planning methodchieve near—optlmal resullts. We can als_o extend the method to
ology to obtain them. We demonstrate that using two predet8€rform interconnect architectural planning for other parame-
mined wire widths for each metal layer, one can achieve ne&f!S: such as wire spacing or metal or dielectric thickness and
optimal performance compared to that from running compld®" Other design metrics such as noise and power optimizations.

wire sizing/spacing algorithms with many possible wire widths.
With the usage of these “predetermined” small number of ACKNOWLEDGMENT

wire widths for each metal layer from our wire width plan-- The authors would like to thank Prof. R. Brayton and his

N . _research group at University of California, Berkeley, for pro-
4From Fig. 4, interconnect performance remains almost the same for a fixed

width ratio of 2:1, versus the optimal ratios (ranging from 1.5 to 3) for diﬁerenY'd'_ng the Strawman tEChno!Ogy' We also thank the anonymous
wire lengths. Using a fixed integer ratio, however, can significantly simplify theeviewers for their constructive comments.

routing architecture. Note that one may choose to use another integer ratio 3:1

and still have near-optimal performance. SThe reader may refer to [35] for more detailed discussion on gridless routing.
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