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Abstract

This paper studiesbuffer block planning for interconnect-driven
floorplanningin deepsubmicon designs. We first introducethe

conceptof feasibleregion (FR) for buffer insertion, and derive

closed-formformula for FR. We observethat the FR for a buffer

is quite large in geneal evenunderfairly tight delay constaint.

Theefore, FR givesus a lot of flexibility to plan for buffer loca-

tions. We then develop an effective buffer blod planning (BBP)

algorithm to perform buffer clusteringsud that the overall chip

areaandthe buffer blodk numbercan be minimized.To the bestof

our knowledg, thisis thefirstin-depthstudyon buffer planningfor

interconnect-driveffloorplanningwith bothareaanddelayconsid-
eration.

1 Introduction

For deepsubmicron(DSM) VLSI designs,it is widely accepted
that interconnecthasbecomethe dominantfactorin determining
the overall circuit performanceand compleity. Mary intercon-
nect synthesistechniqueshave beenproposedrecentlyfor inter
connectperformanceptimization,suchastopology construction,
driver sizing, buffer insertion,wire sizingandspacing(see[1] for
a tutorial). Among them, buffer insertionin particular is a very
effective andusefultechniqueby insertingactive devices (buffers)
to breakoriginal long interconnectsnto shorteronessuchthatthe
overalldelaycanbereducedIt hasheenshavn thatwithout buffer
insertion theinterconnectlelayfor awire increasesboutquadrat-
ically aswire lengthincreaseshut it only increasedinearly under
properbufferinsertion[2, 3, 4]. As anexample,[5] shavedthatthe
delayof a2cmglobalinterconnectanbereducedn afactorof 7x
by optimal buffer insertion. As theintrinsic delayof a buffer (i.e.,
the costfor buffer insertion)becomesmallerandthe chip dimen-
siongetslarger, it is expectedthata large numberof buffers shall
beinsertedor high-performanceesignsn currentandfuturetech-
nology generationge.g.,closeto 800,000for 50nmtechnologyas
estimatedn [6]). Theintroductionof somary bufferswill signifi-
cantlychangeafloorplan,andshallbeplannedasearlyaspossible,
to ensurdiming closureanddesignconvergence.

However, mostexisting buffer insertionalgorithms(e.qg.,[7, 8, 9,
10]) weredesignedor post-layoutinterconnecbptimization,and
alsofor asinglenet. Therewasno globalplanningfor tensof thou-
sandsof netsthat may needbuffer insertionto meettheir perfor
mancerequirementisin DSM designs.Meanwhile,mostexisting
floorplanningalgorithms(e.g.,[11, 12, 13]) only focusedon wire-
length/areaninimization,anddid not considerbuffer insertionfor
performanceoptimization. [14] considereduffer insertionduring
floorplanning,but it simply assumedhat buffers can be inserted
arywherein an existing floorplan. However, not aswires which
may have over-the-cellrouting structure(given multiple metallay-
ers),buffersmustconsumesiliconresourcendrequireconnections
to power/groundnetwork, thusmay not be placedarywhereinside

*This researchs partially sponsoredy SemiconductoResearchCor
porationunderContract98-DJ-605andequipmentonationfrom Intel.

anexistingcircuit blocks.Otherwisejt will seriouslyimpactthehi-
erarchicaldesignstyle, make it difficult to use/reuséP blocks. As
a result,the designerften preferto form buffer blocks between
existing circuit blocksof currentfloorplan,which mayincreasehe
total chip area.lf thereis no carefulplanningof thesdargeamount
of buffers, one may get excessie areaincrease.Moreover, with-
out carefulplanning,it is mostlikely thatthesebufferswill bedis-
tributedratherrandomlyover the entirechip, which will definitely
complicateglobal/detailedoutingandpower/grounddistribution.

To effectively addresshe above issues,as part of our general
effort of developing an interconnect-centridesignflow [15], we
studyin this paperthebuffer blodk planning(BBP) problem,which
automaticallygeneratebuffer blocksfor interconnecbptimization
during physical-leel floorplanning. It considersbuffer location
constraintg(e.g., hard IP blocks and pre-designlayout) and pro-
vides moreregular buffer structurefor easeof layout designand
sharingof powver/groundnetworks. Our major contritutionsof this
paperinclude:

e We first introducethe conceptof feasibleregion (FR) for
buffer insertionundercertaindelay constraintandderive an
analyticalformulafor it.

o Wefind thatthe FR for abuffer canbesurprisinglylarge,even
undertight delayconstraint.This crucialobserationprovides
usalot of flexibility to planabuffer’slocation.

e We proposeo usebuffer blocksto appropriatelyclusterindi-
vidual bufferstogethersothatthetotal chip areadueto buffer
insertion,aswell asthe numberof buffer blockscanbe mini-
mized.

o We develop an effective algorithmfor buffer block planning.
It canbeusedasa key elementfor interconnect-dvien floor-
planning.

To the bestof our knowledge, this is thefirst in-depthstudy of
buffer planningfor interconnect-dvien floorplanning. The restof
thepapelis organizedasfollows. Section2 formulatesheproblem.
Section3 derivesthefeasibleregion for buffer insertion.Section4
studiesbuffer block planningand proposesan effective algorithm
for it. Experimentatesultsareshawvn in Section5, followedby the
conclusionin Section6. Dueto spacdimitation, we omit proofsto
thetheoremdn this paper Interestedeademmay referto [16] for
details.

2 Problem Formulation

We proposeto study the following buffer blod planning (BBP)
problem:givenaninitial floorplanandthe performance&onstraints
for eachnet,wewantto determingheoptimallocationsanddimen-
sionsof buffer blocks(i.e., theextrablocksbetweerexisting circuit
blocksof currentfloorplan)suchthatthe overall chip areaandthe
numberof buffer blocksafterbuffer insertionareminimizedwhile
the performanceconstraintfor eachnetis satisfied(if it is a valid
timing constraintfor the given floorplanthat can be met by opti-
mal buffer insertion). The outputfrom our buffer block planning



consistof thefollowing information: the numberof buffer blocks,
eachbuffer block’s area,location,andcorrespondingnetsthatuse
somebufferin thisbuffer blockto meetthedelayconstraintsin this
study we focusontwo-pin netsandderive the closed-fornformula
of feasibleregion for buffer insertion. The conceptof feasiblere-
gionandbuffer block planningcanbeextendedo multiple-pinnets
aswell.

We model a driver/tuffer as a switch-level RC circuit [5], and
usethe well-knovn Elmore delay modelfor delay computation.
The key parameterdor interconnectand buffer in our study are
listedin Tablel. Thevaluesarebasedn a 0.18um technologyin
NTRS'97[17].

Tablel: Key parameters

T unitlengthwire resistancéQ/um) 0.075
c unit lengthwire capacitancéfF/um) | 0.118
T, | intrinsicdelayfor buffer (ps) 36.4
Cy | inputcapacitancef buffer (fF’) 23.4
R, | outputresistancef buffer (Q) 180

3 Feasible Region for Buffer Insertion

The feasibleregion (FR) for a buffer B is definedto be the maxi-

mumregionwhereB canbelocatedsuchthatby insertingbuffer B

into ary locationin thatregion,thedelayconstraintanbesatisfied.
Figurelillustratesheconcepof FRfor insertingl or & buffersinto

anetwherethe sourceandsink of thenetareconnectedy agiven

route.In thefigure,the FR’s arethe shadedine segments.

3.1 Feasible Region for Single-Buffer Insertion

For single-luffer insertionin Figurel(a),let usdenotez to bethe
distancefrom driver to buffer. We have the following theoremfor
its feasibleregion:

Theorem 1 For a givendelayconstaint T4, the feasibleregion
[Zmin, Tmaz] fOr insertingonebuffer is

Ky — /K2 - 4K | K
Tmin = MAX (0, 2 2 ! 3)
2K
Ky + K22 —4K1 K3
Tmes = MIN (z, v 57,
whee
Ky, = rc
K, = (Rb — Rd)c+ T‘(CL — Cb) + rcl
1
Ks = RqCp+To+ Ry(Cr+cl)+ 51"0!2 4+ 7ICL — Treq-

O

Note that for Theoreml to be valid, K3 — 4K K5 > 0 shall
hold. Otherwise nofeasibleregion existsandtheinitial floorplan-
ning/timing budgethasto be modified. Figure2 shavs the FR for
insertingonebuffer to aninterconnecof lengthfrom 6mmto 9mm.
We first computethe bestdelayTy.s: by insertingonebuffer, then
assigrthedelayconstrainto be (1 + &) Tb.st, with § tobefrom 0 to
50%. Thex-axisshavs thed andthey-axisshavsthe FR distance,
i.e.,Tmaz — Tmin- It iSinterestingo seethatevenwith fairly small
amountof slack,say10% moredelayfrom Ty.s:, the FR canbeas
muchas50% of the wire length. This importantobserationleads
greatflexibility for buffer planning,to be discussedateronin this
paper
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Figure2: Thedistancefeasibleregion for insertinga buffer under
differentdelayconstrainiof 4.

3.2 Feasible Regionsfor Multiple-Buffer Insertion

For a long interconnectmore than one buffer may be neededo
meeta given delay budget. For k buffers inserted,we have the
following theoremto computethe feasibleregion for eachbuffer.

Theorem 2 For a long interconnect with k£ buffers inserted,
the feasible region for the i-th buffer i < k) is z; €
[Zmin (K, 1), Tmaz(k, )] With

K — /Ky — 4K K},
min\F, ) = MAX )
Tmin (K, 1) (0 2K
. Ky + K} — 4K K]
Tmac(k,i) = MIN (l, KT

whee K1, K5 and K3 are functionsof k and s (for simplicity of
notation,wedrop themin theabove equationswith
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It canbe verifiedthat Theoreml is a specialcaseof Theorem2
with k£ = 4 = 1. Thefollowing theoremdetermineshe minimum
numberof buffersthatarerequiredio meeta givendelaybudget.

Theorem 3 Theminimumnumberof buffersto meetthedelaycon-
straint T’ for aninterconnecof lengthl is

K5 — /K2 — 4K,Ks
kmm=’7 e ﬂ &
whee

Ky = RCo+ T (2

Ks = Treq+ E(Cb —-Cu)’+ ;(Rb — Ry)?
—(rCy + cRy)l — Ty — RaCp — RyCr.  (3)
K = grod®+(rCu+cRa)l — Treg @
O

Basedon theseresults,given a two-pin net with a delay con-
straint, k..;» andthe feasibleregion for eachbuffer canbe com-
putedin constantime. As a simpleexample,for a 1cm netwith
R4 = Ry, Cr = Cp andthedelayconstraintl,.eq = 1.05 - Tpest
(Tsest is thebestdelayby optimalbuffer insertion whichis 464ps),
we can calculatethat the minimum number of buffers needed
is knin = 2, andthe feasibleregions for the first and second
buffersare[1.47mm, 5.20mm] and[4.80mm, 8.53mm], respec-
tively. Notethatthe FR’s of adjacenbuffersmayoverlap,asin this
example. Thisis becausé-R for eachbuffer is computedndepen-
dently assumingll otherbufferscanbeoptimally placedto satisfy
the delay constraint,i.e., our FR providesthe maximumfreedom
for eacha buffer. It shallbe noticedthatduringthe buffer planning
phasg(in Section4), whena buffer is placed(i.e., “committed”) to
apositionwithin its feasibleregion,wewill needto updateheFR’s
of all otherunplaceduffersof thesamenetto safelymeetits delay
constraint. But sincewe have the analyticalformula, this update
canbecomputedn constantime.

3.3 2-Dimensional Feasible Region

Sofar, ourdiscussiorof FRis restrictedo a one-dimensiondine,
i.e., we assumethe route from sourceto sink is alreadyspeci-
fied by someglobal router Thusthe feasibleregion is also one-
dimensional.In practice,however, global routing usually hasnot
beenperformedprior to or during floorplanning. In this casewe
cancomputea muchlarger2-dimensionaFR for eachbuffer. This
2-dimensionafeasibleregion is essentiallythe union of the one-
dimensionafeasibleregionsof all possibleroutesfrom sourceto
sink. Therefore we canhave muchmorefreedomfor buffer plan-
ning. Sincefor eachnet, its buffer locationwill then determine
roughly its routing, our buffer block planningindeeddetermines
theoverall globalroutingstructurefor eachnet.

For atwo-dimensionahet,letthesourcdocationbe (zs,c, Ysrc)
andthe sink locationbe (zsink, Ysink ). We only needto consider
non-dgeneratéwo-dimensionatasesere,i.e.,xsrc # Tsink and
Ysre 7 Ysink- AlSO, we consideronly the monotone(i.e., non-
detour)routesfrom sourceto sink. We prove thatwith Manhattan
monotonerouting, the 2-D FR can be obtainedby the following
theorem.

Theorem 4 For a netwith &k buffers,the2-dimensionafeasiblere-
gion for thei-th buffer is the region boundedby two parallel lines
with Manhattandistancesfrom the source to be z,,;,(k, %) and

Tmae(k, 1), respectivelyfthe sameas Theoem?2), and by therect-

angular boundingbox betweerthe souce andthe sink. Theslope

ofthetwo parallel linesis either+1 or -1, dependingnthesignof

Zsz:nk:?lsrc: if ysz:nk:?lsrc > 0’ theSIOpeiS-l; if ysz:nk:ysrc < 0’
sink —Lsre Lgink —Tsre ZTgink —Tsre

theslopeis +1. a

Notethatin previousworksof buffer insertion buffersaremostly
insertedin their delay-minimalpositions,which we call them as
restrictedpositionsbecausé¢hey areonly a smallsubsetwithin our
FR.Therestrictedbositionsfor a2-dimensionahetcanbeobtained
by thefollowing corollary:

Corollary 1 For a 2-D netwith & buffers, the restrictedpositions
of thei-th buffer for all monotoneoutesfromthesourceto thesink
form a restrictedline within the feasibleregion of the i-th buffer.
Theline slopeis again either+1 or -1, the sameasthatin Theo-
rem4. O

Also, if thereareobstaclegsuchashardIP blocks),we justneed
to deductthemfrom the feasibleregion. An exampleof a two-
dimensionafeasibleregion with a restrictedine and someobsta-

clesisillustratedin Figure3.
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Figure 3: 2-D feasibleregion and a restrictedline. The existing
circuit blocksactasobstacledor buffer insertion.

4 Buffer Block Planning

In theprevious sectionwe shav thatfor agivendelayconstrainta

buffer may be insertedin afairly wide feasibleregion. Therefore,
it givesusalot of flexibility to planfor every buffer’s insertionpo-

sition (within its FR) suchthatthe overall chip areadueto buffer

insertion,aswell asthe total numberof buffer blockscanbe min-

imized. It shall be notedthat sucha buffer block planningalso
determineghe overall global routing structuredfor long intercon-
nectsby determiningtheir internalbuffer locations.In this section,
we will presentineffective algorithmfor buffer block planning.

The BBP problemis very difficult in the following senses:(i)
Mary buffer blocksmight needto be optimally shapedor overall
chip areaminimization;(ii) To make the situationevenmorecom-
plicated,differentbuffers of the samenetwill not be independent
of eachother For along interconnectwith morethanonebuffers
inserted,Theorenm?2 givesthe maximumFR for eachbuffer. How-
ever, whenabuffer is committedto a certainlocationwithin its FR,
theFR’sfor otherbuffersin thesamenetwill haveto beupdatedso
thatthedelayconstraintcanbe safelymet.

In therestof this sectionwe will presentaneffective algorithm
to solve the buffer block planningproblem. Thereare several im-
portantfeaturesn our BBP algorithm: (i) It takesadwantageof both
theflexibility of FR andthesimplicity of its analyticalformulae,so

1Fortunately we have the analyticalformulato computeFR. Thus, the
updatecanbedoneextremelyfast.



Algorithm: Buffer Block Planning (BBP)

1. Build horizontalandvertical polargraph;
2. Build tile datastructure;

3. For eachtile, computeits areaslacks;

4. while (thereexistsbuffer to beinserted){
5. tile «+— Pick_A_Tile();

6. I nsert_Buffer s(tile);

7. updateW,,H., FR andareaslacks;

8.}

Figure4: Overall flow of the buffer block planningalgorithm.

thatonemayhandldargecircuitswith tensof thousand$onginter-

connecteasily; (i) Sincein mostfloorplans,therearesomedead
areasthat cannotbe taken by ary circuit module, our algorithm
will usethesedeadareasas muchas possibleto save the overall
chip area;(iii) Differentfrom previous buffer insertionalgorithm
which only insertsone buffer for a single net, our BBP algorithm
always maintainsglobal buffer insertioninformationfor all nets,
thusit caneffectively clusterindividual buffers thatbelongto dif-

ferentnetsinto buffer blocks.

Figure4 givestheoverall flow of thebuffer block planningalgo-
rithm. Lines1 to 3 arethe datapreparatiorstages.First, we will
build the horizontaland vertical polar graphs[18], for the given
floorplandenotedasG x andGv, respectiely. Let ustake Gx to
illustratehow to build the horizontalpolargraph.Gy is adirected
graph,eachvertex v in it correspondso a verticalchannelandan
edgee = (v1,v2) correspondso a circuit modulewhoseleft and
right boundariesare adjacentto channelsy; andwv,, respectiely.
For eachvertex v, we assignits weightw(v) to beits correspond-
ing channewidth. Similarly, for eachedgee, we assignits weight
w(e) to beits correspondingnodulewidth. GraphGy, canbebuilt
similarly. By runninglongestpathalgorithmon G /Gv, we can
obtainthe width/heightof the chip (denotedoy W./H.). For those
channelsot on the critical pathsin Gu/Gv, we will have some
positive slacksin width/height,which leadto deadareas. It shall
be notedthat during buffer insertion, somecircuit modulesmay
have to shift to make roomfor buffer blocks(e.g.,if no deadarea
exists). Therefore a horizontalchanneb heightor a vertical chan-
nel'swidth mayincreaseduringBBP.

To betterrepresenbuffer block andfacilitateeasydatamanipu-
lation suchasfeasibleregion intersectionwe divide eachchannel
into a setof rectangulatiles. Thenwe computefor eachtile 7, its
slackwith respecto thelongestpathin thepolargraphG g or Gy .

Thewhileloopfromlines4to 8isthemainpartof ourBBP algo-
rithm. Theiterative buffer insertionproceswill continueaslongas
thereis still somenetthatneed<uffer(s)to meetperformanceon-
straint. Eachiterationof the while loop hastwo major steps:first,
we will pick abesttile for buffer insertion(Pick _A_Tile); then,we
will insertproperbuffersinto thistile (Insert_Buffers).

To pick the besttile in eachiteration, the Pick_A_Tile routine
worksin thefollowing two modesdependingn whetherthereex-
istssomeusefuldeadareafor buffer insertionor not:

1. Thereexistssometile whoseareaslackis positive (dueto dead
area). In this case,buffers insertedinto this tile will notin-
creasehe overall chip areaaslong asthetotal areaof buffers
insertedn thetile is smallerthanthistile’s areaslack. For ex-
ampleof atile 7 in averticalchannelsupposets width slack
is w,, andits heightis H,. Thenwe caninsertasmary as
|w,H,/As]| buffersinto tile = without increasingthe over
all chip area,where A4, is the areaof a buffer. The actual
numberof buffersthatcanbeinsertedinto 7 maybe smaller
sinceonly thosebuffers whoseFR intersectswith tile 7 can

be candidateso be insertedinto . Therefore the numberof
buffersthatcanbeinsertedinto 7, without chip areaincrease
isn, = min(|w,H-/As|, m-), wherem. is the number
of buffers whoseFR'’s intersectwith tile 7. Sincewe may
have multiple tiles with positive slack(especiallyat the begin-
ning of BBP), we will pick the onewith largestn, because
this greedyapproachshall reducethe total numberof buffer
blocks,whichis alsoour buffer block planningobjective.

2. Thereis notile with positive areaslack. Then,ary buffer in-
sertionwill increasehe overall chip area. Whensomebuffer
is insertedinto a tile, we have to shift somecircuit modules.
This shifting will make roomfor othertiles, sowe will have
somenew positive-slacktiles. Our tile selectionprocesswill
try to maximizesuchopportunity Notice thatasa buffer is
insertedin 7, othertiles in the samechannelwith = will have
positive areaandtendto have buffers insertedin the future,
thusthe chanceof buffers clusteringincreasesTo maximize
sucheffect, we will pick the channelthat hasthe maximum
buffer insertiondemandandchooseonetile in it. Notethatin
this scenario sincewe needto expandthe channel,we only
insertonebuffer into it to minimizetheareaincrease.

Our stratgy for I nsert_Buffersinto thetile = thathasjustbeen
picked by Pick_A_Tile alsoworksin two modes.correspondingo
thosetwo in Pick_A_Tile:

1. Thetile 7 hasdeadarea. From casel in Pick_A_Tile, we
know thatn, bufferscanbeinsertednto thetile. Meanwhile,
therearem. buffer candidatesvhoseFR'’s intersectwith tile
7, With m, > n,. Thenif n,. = m., wewill insertall these
m., buffers;if m, > n,, wewill only insertfirst n, buffers
out of thesem, buffers, sortedaccordingto the increasing
sizeof their FRs. Differentfrom previousapproachethatjust
insertsonebuffer for onenet,our approactinsertsasmary as
n, buffersfor n, differentnetssimultaneously Sinceall of
themareclusterednto tile 7, they form anaturalbuffer block.

2. Thetile doesnothave deadareabut needsxpansiorto make
roomfor ary buffer insertion.In this casewe only insertone
buffer, i.e.,n, = 1. Again, if therearemultiple buffersthat
canbeinsertedin this tile, we insertthe onewith tightestFR
constraint.

After decidinghow mary and which n, buffers are inserted
(“committed”) into tile 7, we will updatethe following informa-
tion: (i) Thefeasibleregionsof “uncommitted”buffersin the same
netfor which we justinserteda buffer into 7; (ii) The correspond-
ing vertex (i.e.,channelweightsin Gz and/orGy thatareaffected
by the insertionof the buffer block; (iii) The new chip dimension
W., H. andthe slacksfor eachchannelandtile. Thenwe repeat
thebuffer insertion/clusteringrocesauntil all buffersareplaced.lt
shallbepointedthatour BBP algorithmcanhandlebothslicingand
non-slicingfloorplanningstructures.

5 Experimental Results

We have implementedur buffer block planningalgorithmsusing
C++ on anIntel Pentium-limachinewith 256M-bytemain mem-
ory. This sectionpresentshe experimentaresults.The parameters
(referto Table 1) usedin our experimentsarebasedon a 0.18um
technologyin the NTRS’97roadmapf17].

We have testedour algorithmson 11 circuits,assummarizedn
Table 2. The first six circuits are from MCNC benchmark19],
andthe otherfive arerandomlygeneratedin this paper we focus
on 2-pin nets,so we decomposesachmulti-pin netinto a setof



Table2: Testcircuit statistics.

circuit | #modules| #nets | #pads| #2-pinnets
apte 9 97 73 172
Xernx 10 203 2 455
hp 11 83 45 226
ami33 33 123 43 363
ami49 49 408 22 545
playout 62 | 2506 192 2150
ac3 27 212 75 446
Xc5 50 | 1005 2 2275
hc7 77 449 51 1450
a9c3 147 | 1202 22 1613
pc2 124 | 3126 192 4204

source-to-sink-pin net€. We thencomputethe critical lengthfor
buffer insertion(definedto be the minimalinterconnectengththat
buffer insertionis neededor delayreduction)usingthe analytical
formulain [20]. We will useit to filter out shortinterconnects,e.,
if anetis shorterthanthe critical length,we will ignoreit during
buffer block planningsincebuffer insertioncannot help reduceits
delay Theinitial floorplanfor eachcircuit is generatedby running
the simulatedtempering(an improved Monte Carlo techniqueof
simulatedannealing)algorithmasin [21]. For eachnet, we first
computeits bestdelay by optimal buffer insertionT,,: [20], and
thenrandomlyassignits delaybudgetto be1.05 ~ 1.20T,p¢.

We compareour BBP algorithmwith acorventionalbuffer inser
tion algorithmwithout trying to plan buffer positions,i.e., at each
iteration,a buffer is randomlypicked andassignedo a feasiblelo-
cation,denotedasRDM algorithm. We run BBP andRDM under
two differentscenariospneis RESwherea buffer canonly belo-
catedin its delay-minimalrestrictedposition(s)(seeFigure3); and
theotheris FR wherea buffer maybeinsertedanywhee in its fea-
sible region. Theresultsfor the four differentalgorithmaticcom-
binationsaresummarizedn Table3, whereBBP/RESmeanBBP
algorithmappliedto scenaricRES,RDM/FR meansRDM applied
to scenaridR, andsoon.

In Table 3, we reportfor eachalgorithm combination: (i) the
total numberof buffers insertedto meetperformanceconstraints
(buf fers), (i) thenumberof buffer blocks(#BB), (iii) thenumber
of 2-pin netsthatcanmeettheir delayconstraintg#meef, (iv) the
chip areaincreasalueto buffer insertionin percentagéared), and
(v) theCPUtime in secondcpu). It is interestingto obsere from
thetablethat

e Underthe sameRES scenario(i.e., only the restrictedposi-
tionsareallowedfor buffer insertion),the RDM andBBP al-
gorithmswill have aboutthe samenumberof buffersinserted
andthe samenumberof netsmeetingtheir delay constraints.
However, our BBP algorithmis ableto explicitly clusterap-
propriatebuffers together so that it leadsto significantarea
sarzing andmuchlessnumberof buffer blocksthanRDM al-
gorithm. For example of circuit pc2 the areaincreaseof
BBP/RESis 3.21%,whereaghat of RDM/RESis about9%
(2.8x larger); the #BB of BBP/RESis 542, whereasthat of
RDM/RESis about1290(2.38xlarger). The sameconclusion

2Notethatthe numberof 2-pin netsis possiblysmallerthanthatof orig-
inal nets(playout) becausehe power/groundandsingle-pinnetsare ex-
cluded.

3A netwill fail to meetits delayconstraintf the given delayconstraint
istootight, orits buffer’'sfeasibleregionis fully occupiedy existing circuit
blocks.

aboutthe comparisorof BBP versusRDM holdsfor the FR
scenario.lt is alsointerestingto obsere that BBP algorithm
doesnot indeedincreaseCPU time from RDM. Actually, it
may useslightly lessrun time. This is becauseluring BBP,
onehbuffer block (not just onebuffer) canbe determinedat a
time.

e Underthe samealgorithm,e.g.,BBP, the usageof FR signif-
icantly increaseshe numberof netsthatcanmeettheir delay
constraintqfor exampleof ac3 from 289to 369, a 28%in-
crease).This is becauseur feasibleregion is usuallymuch
largerthanthe delay-minimalRESIlocations,sothatonecan
avoid existing circuit/buffer blockagesiuringbuffer insertion.
Note that as#meetincreasesthe numberof buffers inserted
to meetperformanceconstraintsalso increasesaccordingly
from RESto FR. However, sincethe FR providesmuchmore
freedomduring buffer clustering the numberof buffer blocks
(#BB) in fact reducegfor exampleof of a9c3 from 557 to
366, a 34% reduction);andthe areaexpansiondueto buffer
insertionis alsolessby using FR with betterbuffer cluster
ing. Sincethe FR computation/updatean be computedin
constantime, the run timesunderFR scenariconly increase
slightly comparedo thoseunderRES.As aresult,ourlargest
example(pc2with morethan13,000buffers)only takesabout
100s.

To summarizejt is obvious that the BBP/FRis the bestcombi-
nationamongthesefour to meetdelaytargets,with very maginal
areaincreaseg(lessthan 2.1% for all test cases)Jeastnumberof
buffer blocksandcomparableCPUtimes. It shallbenoticed,how-
ever, thatevenunderthis bestalgorithm,theremay still exist quite
somenetsthatcannotmeettheirdelayconstraintaindersomegiven
floorplanandtiming budget. Therefore,t is importantto have an
interconnect-dvien floorplanningengineto work closelywith our
BBP/FRalgorithm.We arecurrentlyworking onit.

As anexample,we shaw in Figure5 the circuit buffer block lay-
outsfrom RDM/RESandBBP/FRon circuit xerox

Figure5: Floorplanandbuffer block layoutsof the MCNC circuit
xerox by (a) RDM/RES;(b) BBP/FR.Thetenbig blocksarecircuit
functionalmodulesandtherestarebuffer blocks.

6 Conclusion

In this paper we first introducethe conceptof feasibleregion for
buffer insertionand derive the analyticalformulato computeFR
undergiven delay constraint.We then proposean effective buffer
block planning (BBP) algorithmto automaticallygeneratebuffer
blocksfor interconnecobptimizationwith chipareaandbuffer block
numberminimization. Experimentatesultsshav thatour BBP/FR
algorithmleadsto significantimprovementover previousbuffer in-
sertion/planninglgorithms.We believe thatour buffer block plan-
ning schemaewill playacentralrolein aninterconnect-dvienfloor-
planningsystem.



Table3: Comparisorof four differentbuffer insertion/planninglgorithms.

buffers | #BB | #meet] area | cpu(s) || buffers | #BB | #meet] area | cpu(s)

circuit RDM/RES RDM/FR
apte 157 74 81 | 1.50% 0.14 181 93 98 | 1.81% 0.25
Xerox 343 102 210 | 1.85% 0.36 403 116 262 | 2.11% 0.56
hp 242 119 106 | 2.48% | 0.28 274 | 147 128 | 2.78% 0.47
ami33 625 | 278 271 2.91% | 1.22 660 | 306 302 | 3.41% 1.78
ami49 867 | 376 342 3.19% | 2.47 921 | 404 394 | 3.42% 3.78
playout 3997 | 581 | 1337 3.74% | 13.23 42441 730 | 1515| 4.06% | 17.61
ac3 649 | 267 302 | 2.56% 1.00 736 | 290 377 | 2.90% 1.61
Xc5 2860 | 460 | 1379 4.20% 7.95 3197 | 499 | 1727 | 4.21% | 11.83
hc7 2557 | 909 967 | 6.50% | 11.56 2662 | 941 | 1053 | 6.63% | 17.89
a9c3|| 4035]| 1082 | 1257 | 4.46% | 26.09| 4236| 1156| 1416 4.66% | 34.80
pc2 || 12237] 1290 | 2687 | 8.95% | 80.11| 13157| 1371| 3339| 8.99% | 122.34

BBP/RE BBP/FR
apte 168 48 90 [ 0.80% ]| 0.14 185 34 102 | 0.69% 0.23
Xerox 330 68 195| 1.06% | 0.33 399 66 260 | 1.38% 0.53
hp 245 77 109 | 1.49% | 0.30 280 64 131 | 1.24% 0.48
ami33 616 161 259 | 1.49% 1.06 667 125 305 | 1.36% 1.63
ami49 882 197 355 | 1.25% 2.08 946 136 412 | 0.78% 3.25
playout 4016 | 245| 1350 | 1.13% | 10.02 4263 | 201 | 1533| 0.84% | 13.98
ac3 639 | 145 289 | 1.28% | 0.86 733 | 118 369 | 1.11% 1.39
Xc5 2920 | 285| 1431] 2.58% | 6.38 3210 193| 1739 1.79%| 10.16
hc7 2542 | 455 946 | 2.86% | 9.89 2693 | 299 | 1068 1.92% | 15.88
agc3 4082 | 557 | 1293 | 1.83% | 21.13 4265 | 366 | 1446 | 0.89% | 29.20
pc2 || 12530| 542 | 2837 | 3.21% | 63.91| 13238| 416 | 3462 | 2.02%| 99.84
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