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ABSTRACT

The objective of this work is to provide simple, efficient,
yet reasonably accurate interconnect performance estima-
tion models for synthesis and design planning under vari-
ous complex interconnect optimization techniques. We have
developed a set of closed-form delay estimation models as
functions of interconnect length as well as some other key
interconnect and device parameters with the consideration of
various interconnect optimization techniques, which include
optimal wire-sizing (OWS), simultaneous driver and wire
sizing (SDWS), and simultaneous buffer insertion/sizing
and wire sizing (BISWS). These models have been tested
on a wide range of parameters and shown to have about
90% accuracy on average when compared with the delays ob-
tained by running complex optimization algorithms directly
followed by HSPICE simulations. Moreover, our models run
in constant time for all practical purposes. As a result, these
simple, fast, yet accurate models are expected to be very use-
ful for a wide variety of purposes, including layout-driven
logic and high level synthesis, performance-driven floorplan-
ning, and interconnect planning.

1. INTRODUCTION

As VLSI circuit design advances to deep sub-micron (DSM)
technologies, interconnect has become the dominating fac-
tor in determining the overall circuit performance. As a
result, it impacts all aspects of the design flow. In recent
years, many interconnect optimization techniques, includ-
ing interconnect wire sizing, driver sizing, buffer insertion
and sizing, etc., have been proposed and shown to be very
effective for interconnect delay reductions (see [1, 2] for com-
prehensive surveys).

However, in the current VLSI design flow, interconnect
optimization is usually done at very late stages. Conse-
quently, accurate interconnect performance, especially that
for global interconnects is not known to logic/high level
syntheses and floorplanning tools. Since interconnect opti-
mization may improve interconnect performance by a factor
of 5 to 6x [2, 3], it is less likely for synthesis and design plan-
ning tools to make correct decision without proper modeling
of the impact of interconnect optimization. A brute-force
integration that runs existing interconnect optimization al-
gorithms directly at the synthesis and design planning levels
may not be practical in designing complex DSM circuits due
to the following reasons:
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o Inefficiency: Most interconnect optimization algo-
rithms use either iterative local refinement operations
or dynamic programming based approaches. Although
shown to be polynomial in time complexity, they are
still too costly to be used repeatedly by logic and high
level synthesis engines and/or design planning tools.

e Lack of abstraction: To make use of those optimiza-
tion programs, a lot of detailed information is needed,
such as the granularity of wire segmentation, number
of wire widths and buffer sizes, etc. However, such in-
formation is usually not available during the synthesis
and planning level.

e Difficulty to interact synthesis engines with layout op-
timization tools.

To deal with these problems, we develop in this work a set
of fast and accurate interconnect delay estimation models
under various optimization techniques, namely optimal wire
sizing (OWS), simultaneous driver and wire sizing (SDWS),
and buffer insertion, sizing and wire sizing (BISWS). Note
that most previous layout-driven logic/high level synthesis
works, such as [4, 5], often use over-simplified models which
assume that the interconnect delay is proportional to the
square of wire length, without considering the interconnect
optimization. We observe that this quadratic delay model
(based on some nominal wire width) can be 5x larger than
the final optimized delay [2, 3]. Therefore, it is no longer
accurate to guide the synthesis tools in deep submicron de-
signs.

Our closed-form delay estimation models overcome all
three difficulties listed above: (i) their running time is very
low (in constant time in practice), mainly by the complex-
ity of finding the root of some non-linear equations; (ii)
they provide abstraction and do not need detailed informa-
tion such as wire segmentation, number of wire width, etc.;
(iii) they can be easily embedded into any synthesis engine.
More detailed discussion of applications of our performance
estimation models will be given in Section 6.

The rest of the paper is organized as follows. Section 2
states the problem formulation and parameters used for our
study. Sections 3 to b present the delay estimation models
under OWS, SDWS and BISWS respectively, and compare
them with HSPICE simulations after running corresponding
optimization algorithms using the UCLA Tree-Repeater-
Interconnect-Optimization (TRIO) package [2]. Section 6
presents concluding remarks and possible applications of
our models.
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Figure 1. An interconnect wire of length | and load-
ing capacitance of Cr. It is driven by a gate G with
input waveform provided by the nominal gate G,
which is connected with a ramp voltage input.

2. PROBLEM FORMULATION AND
PARAMETERS

The objective of our study is to quickly and accurately es-
timate interconnect delays with consideration of intercon-
nect optimization. Fig. 1 shows such an interconnect wire
of length [ to be considered. It is driven by a gate G, and
has loading capacitance Cr. G’s input waveform is gen-
erated by a nominal gate Go connected with a ramp volt-
age input. The delay to be minimized is the overall delay
from the input of Go to the load Cr, while the delay to be
measured and estimated is the stage delay from the input
of G to CL, denoted as T(G,!,CL). The input stage de-
lay is included during the optimization so that it acts as
a constraint to avoid over-sizing G in the optimization of
the stage delay T(G,1,Cr). Our goal is to develop simple
closed-form formula and procedure to efficiently estimate
T(G,1,CL) with consideration of various interconnect opti-
mization techniques such as OWS, SDWS and BISWS.

A long wire may be divided into a number of segments
during the interconnect optimization. A wire segment is
then modeled as a w-type resistor-capacitor (RC) circuit
and a buffer is modeled as a switch-level RC circuit (e.g.,
see [1] for details). Therefore, it will form a distributed RC
tree. The well-known Elmore delay model [6] is used to
guide the delay optimization and estimation.

The notations of key parameters are listed below.

o Wiin: the minimum wire width, in ym

® Snin: the minimum wire spacing in um

e r: the sheet resistance, in /0

® c,: the unit area capacitance, in fF/um?

e cs: the unit effective fringing capacitance!, in fF/um

o t,: the intrinsic device delay in ps

® ¢, input capacitance of a minimum device, in fF

e r4: output resistance of a minimum device, in £Q

The values of these parameters for our study are shown in
Table 1. They are based on the 1997 National Technology
Roadmap for Semiconductors (NTRS’97) [8] and derived in
[3]- In the table, the interconnect capacitances are obtained
using a 3D capacitance solver FASTCAP [9] for an inter-
connect wire of 5x minimum width and with two parallel
neighboring wires of 5x minimum spacing. The device used
for our study is a buffer, made up of two cascaded inverters
with stage ratio of 1:5. The device parameters are obtained

through HSPICE simulations (with minor adjustments to
the data in [3]).

Tt is defined as the sum of the fringing and coupling capaci-
tances, as introduced in [7].

Tech.
(pm) 0.25 0.18 0.15 0.13 0.10 0.07

Winin 0.25 0.18 0.15 0.13 0.10 0.07
Smin 0.34 0.24 0.21 0.17 0.14 0.10

r 0.0733 | 0.0679 | 0.0733 | 0.0806 | 0.0917 | 0.0952
Ca 0.0589 | 0.0596 | 0.0542 | 0.0461 | 0.0531 | 0.0558
cr 0.0819 | 0.0641 | 0.0538 | 0.0433 | 0.0448 | 0.0404
tg 86.6 66.4 65.5 54.4 50.1 29.8
Cg 0.282 0.234 0.220 0.135 0.072 0.066
Tg 16.2 17.1 17.3 22.1 23.4 22.1

Table 1. Interconnect and device parameters based
on NTRS’97.

3. DELAY ESTIMATION MODEL UNDER
OPTIMAL WIRE-SIZING (OWS)

In this section, we present the delay estimation model un-
der OWS. It was first shown in [10, 11] that when wire
resistance becomes significant, as in deep sub-micron de-
signs, proper wire-sizing can effectively reduce the inter-
connect delay. Assuming that each wire has a set of dis-
crete wire widths, their work presented an optimal discrete
wire-sizing (DWS) algorithm for a single-source RC inter-
connect tree to minimize the sum of weighted delays from
the source to timing-critical sinks under the Elmore delay
model. It was extended to optimize a routing tree with
multiple sources [12], and to minimize the maximum delay
using Lagrangian relaxation [13]. An alternative approach
to perform wire-sizing optimization is through bottom-up
dynamic programming [14] and it can be combined eas-
ily with routing tree construction and buffer insertion [15].
Later on, optimal continuous wire sizing (CWS) for a wire
segment was studied. Closed-form wire shaping functions
was obtained to minimize the Elmore delay, first without
fringing capacitance [16, 17], later on with fringing capaci-
tance [18, 19], and recently for a bi-directional wire [20].

Our detailed study first shows very close matches between
CWS and DWS in terms of the resulting delays after opti-
mization (see [21] for details). Therefore, in the following
discussions, we will just use OWS for either CWS or DWS.
For OWS, the size of driver G in Fig. 1 is fixed. Let Rq be
the effective resistance of G, Tows(Rq4,1,Cr) be the delay
under OWS for an interconnect [ with driver resistance Rg
and loading capacitance Cr.. We have performed extensive
analytical and numerical studies on the original complex
wire shape and delay functions under CWS [18, 20] and ex-
tracted the key terms that contribute to the optimal OWS
delay as follows.

Tows(Ra,1,CL) = (cal/W?(aal) + 2011/ W (a2l)

+Rgcy + \/Rdrcacfl) -1 (1)

where a1 = %rca, as = = T

5\ ”ycp and W(z) is Lambert’s
W function [18] defined as the value of w that satisfies
we" = .

The justification for Eqn. (1) can be found in [21]. When
the fringing capacitance is zero, it consists of the first two
terms and degenerates into the closed-form optimal Elmore
delay formula under CWS without fringing capacitance, as
shown below:

Tows (R, 1, CL)|e;—0 = anl® /W (aal) + 20112 /W (2l) (2)

The last two terms in Eqn. (1) are the adjustment terms
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Figure 2. Comparison of the delay estimation model
with running TRIO under OWS using the 0.18 um
technology. R; = ry/100, Cr = ¢4 x 100.

when considering the fringing capacitance. From the defi-
nition of the convex function and the characteristics of the
W function, we can easily show that

Proposition 1 Toys 4s a sub-quadratic convez function
with respect to the interconnect length 1. a

This characteristic of Tpys will be useful to perform op-
timal buffer insertion and wire sizing (BIWS) in Section
5.

We have tested the closed-form delay estimation model
in Eqn. (1) on a wide range of parameters. It matches the
optimal delay very well from running TRIO package under
OWS optimization, with about 90% accuracy on average.
An example with typical interconnect parameters is shown
in Fig. 2. In these experiments, we have wire width set be-
ing {Wiin, 2Wmin, - . . , 20Wmin } and the wire is segmented
into 10um-long segments.

4. DELAY ESTIMATION MODEL UNDER
SIMULTANEOUS DRIVER AND WIRE
SIZING (SDWS)

This section presents the delay estimation model under
SDWS, which sizes both the wires and the driver. The
SDWS problem was first studied in [22]. It was shown
that the dominance property presented in [11] still holds for
SDWS problem and the local refinement operations (as used
by OWS) can be used iteratively to compute tight lower and
upper bounds of the optimal widths for the driver and wires
efficiently. However, it has not been possible to develop a
closed-form solution from the local refinement based itera-
tive algorithm.

To obtain an accurate delay estimation model, we use
the OWS delay estimation model from the previous section.
Note that in our problem formulation, Go is fixed. But
the driver G can be sized optimally to achieve the best
performance from available driver set D. Denote Rg4o and
R4 to be the effective resistance of Go and G, and Cy to
be the input capacitance of G. Suppose G’s size is kX
minimum device. From the switch-level device model, we
have Rq = rg/k and Cyq = kcgy. Then the overall delay from
the input of Gy to Cr in Fig. 1 to be minimized is

T(k) = (ty+ Rao-Ca)+ty+ Tows(Ra,1,CL)
= (tg+ Rao - keg) +tg + Tows(rg/k,1,CrL) (3)

Delay Estimation Model under SDWS
Input: Rgo, I, CL, ca, cf, 7, and driver
set D of size between [kmin, kmaz]
1. Calculate the best driver size kop: that
minimize T'(k) of Eqn. (3)
- calculate the root k* of dT'(k)/dk =0
-if kpmin < k™ < kmaz,
kopt is one of |[k*] or [k*]
which gives smaller T'(k)
- else
kopt is one of kmin O kmaz
which gives smaller T'(k)
2. Compute Tsqws using Eqn. (4)

Figure 3. The Delay Estimation Model under Si-
multaneous Driver and Wire Sizing.
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Figure 4. Comparison of the estimation model with
running TRIO under SDWS using the 0.18 ym tech-
nology. Go and Cr are based on a 10xminimum de-
vice.

under the constraint of given driver choices. Note that the
input stage delay (ty + Rqo-Cq) is included for overall delay
minimization. Substitute the delay formula of Tp,,s from (1)
and calculate the best driver size kopt that minimizes T'(k),
we can obtain the delay estimation under optimal SDWS,

Tsdws (D: l; CL) = tg + TDWS (Tg/kOPi’ l’ CL) (4)

Recall that we do not include the input stage delay in our
delay estimation. The simple delay estimation procedure
under SDWS is outlined in Fig. 3. To solve the root k* of
dT(k)/dk = 0, we can use the efficient numerical approach
such as bisection method [23]. Let ¢o be the initial range
that £* lies in and e be the error tolerance for £*. Bisection
method basically cuts the root search range by half at each
iteration. So the number of iterations will be log2(eo/¢).
In practice, ten or less iterations are usually sufficient for
the root-finding. Therefore, for all practical purposes, the
procedure in Fig. 3 can be considered to run in constant
time.

Fig. 4 compares the optimal delay from our estimation
model and that from running TRIO package under SDWS
using the 0.18 pm technology. Our delay estimation model
matches the experimental results very well, with over 90%
accuracy on the average.



5. DELAY ESTIMATION MODEL UNDER
BUFFER INSERTION/SIZING AND WIRE
SIZING (BISWS)

BISWS is a more powerful technique that can further reduce
interconnect delay than SDWS by allowing buffer insertion
to divide long wires into shorter ones. A polynomial-time
dynamic programming based algorithm was first presented
in [24] to find the optimal buffer placement and sizing for
RC trees under the Elmore delay model. It was further
extended to include simultaneous buffer insertion and wire-
sizing [14]. In this section, we will first introduce the con-
cept of critical length for buffer insertion under OWS and
give an analytical formula for it. Then we derive a delay es-
timation model for buffer insertion and wire sizing (BIWS,
no buffer sizing), and for buffer insertion, sizing and wire
sizing (BISWS).

5.1. Critical Length for Buffer Insertion under Op-
timal Wire Sizing

Given the delay estimation model Tyys(Rq4,1,Cr) in Eqn.
(1), we can analyze the longest wire that can run with-
out the benefit from buffer insertion. For a buffer b with
intrinsic delay of T, input capacitance of Cp and output
resistance of Ry, denote Tipy s (@, Ra,l, CL) to be the delay
by inserting one such buffer at the position of al from the
source (0 < @ < 1). Then

leuf(a,Rd,l,CL) = Tows(Rd,Oﬁl,Cb)
+ T+ Tows(Rb7 (1 - a)lv CL) (5)

is the delay after inserting one buffer into the wire with
OWS of the resulting two wire segments. We can find the
« that minimizes the T4y (e, Rq,1, CL) by solving the root
of dT1puf/da = 0 under 0 < a < 1, denoted as aop:. Then
it is beneficial to insert such a buffer into a wire of length
l, loading capacitance of C'r and driver resistance of Ry if
and only if the resulting delay is smaller than the optimal
wire sizing delay, i.e.,

T1ouf(@opt, Ray 1, Cr) < Tows(Ra,1,CL) (6)

We define the critical length for inserting buffer b to be
the minimum [ that satisfies Eqn. (6) and denote it as
lcrit (b, Rd, CL)

Intuitively, when the wire length [ is small, optimal wire
sizing will achieve the best delay; whereas when the inter-
connect is long enough, the buffer insertion becomes bene-
ficial. Thus, the root of ! for the following equation

f(l) = leuf(aopt, Rd) la CL) - To'ws (Rd7 la CL) =0 (7)

gives the critical length for buffer insertion, i.e.,
lerit(by R4, CL). The critical length computation procedure
is outlined in Fig. 5. Similar to SDWS, we use very fast
bisection method [23] to obtain the root for Eqn. (7). Let
€0 be the initial root range and € be the error tolerance for
lerit, the root can be computed in logs(eo/€) iterations in
step 2. In practice, a conservative estimation of ¢ = 2cm
and a error tolerance of ¢ = 10um are usually sufficient
enough for our delay estimation purpose, which leads to
about 11 iterations for computing le,it(b, Rg, Cr). There-
fore in practice, the procedure in Fig. 5 can be considered
to run in constant time.

We notice that in a very recent work by [25], critical
length concept was also introduced but based on a different
assumption. In [25], buffer insertion was performed on a
uniform wire line, whereas ours is performed together with

Procedure to Compute [..i(b, R4,CL)
Input: Ry, Cr, and buffer b with
characteristics of Ry, Cp and T}
/¥ Use bisection (binary search) method ¥/
1. initialize lepit’s range [lmin, lmaz],
where f(lmin) > 0 and f(lmaee) <0

2. while lq0 — lnin > €

lmid — (lmzn + lmam)/2

if f(lmia) > 0, lmin < lmia

else la0 < lmid
3. return l,,;q

Figure 5. The procedure to compute critical length
for buffer insertion.

[ Tech. (um) [ 0.25 | 0.18 | 0.15 [ 0.13 [ 0.10 [ 0.07

[25] 252 | 223 | 214 | 1.94 | 1.50 | 1.43
10x 4.12 | 3.80 | 3.97 | 3.61 | 2.92 | 2.08
50 % 6.40 | 5.81 | 6.01 | 5.51 | 4.45 | 3.30
Ours | 100x | 7.47 | 6.83 | 7.04 | 6.39 | 5.30 | 3.91
200x | 8.65 | 7.92 | 8.14 | 7.43 | 6.35 | 4.49
500x | 9.98 | 9.10 | 9.30 | 857 | 7.13 | 5.21

Table 2. Critical length l.,;; (in mm) for buffer in-
sertion under uniform min wire width based on [25]
and under OWS based on Eqn. (7) with some typ-
ical buffer sizes from 10x to 500x min device.

OWS. In [25], an important observation is that I, is inde-
pendent of buffer size. However, this is not the case for our
lerit where OWS is performed. As a comparison, Table 2
shows the critical lengths for various NTRS’97 technology
generations using the formula of [25] under uniform mini-
mum wire width (MIN) and using our procedure in Fig. 5
under some typical buffer sizes. It is interesting to observe
from that: (i) lc,i+ decreases as technology further advances.
But l.ri¢’s decrease is not as fast as the technology’s scal-
ing down. (ii) As lcri+ decreases and chip size increases [8],
more buffers shall be used for performance optimization as
the technology scales. So for DSM circuit designs, a long
interconnect is no longer a simple metal line but indeed a
complex circuitry and needed to be planned carefully! (iii)
In contrast to [25], our l¢r;+ under OWS is no longer inde-
pendent of buffer size. Indeed, it tends to increase as buffer
size gets larger. (iv) Our lcr;+ under OWS may be signifi-
cantly larger than that based on MIN. For example in the
0.25um technology, l¢rix under OWS with 500x minimum
device is 9.98 mm, about 4 times of that based on MIN,
which is 2.52 mm.

5.2. Delay Estimation Model under Buffer Inser-
tion and Wire Sizing (BIWS)

In this subsection, we derive the delay estimation model

under optimal buffer insertion and wire sizing. We assume

that all buffers (including the driver) are of the same size

and the size is given a priori. We will first provide some

theoretical analysis, then give the delay modeling for BIWS.

Proposition 2 For optimal BIWS solution to an intercon-
nect wire, the distance between adjacent buffers is equal.

Proof: We just need to prove that for any internal buffer
b (i.e., neither the first or the last), it should be inserted
in the middle position of its two neighboring buffers. Since
all buffers are of the same size, we just need to minimize



the sum of two OWS solutions before and after the inserted
buffer. According to Proposition 1, T,ys is a convex func-
tion of [. Then, from the definition of the convex function
(e, Af(x)+(1=XNf(y) = fAz+(1-A)y), A € [0,1]), we

have
1 1
iTows (Rb, aly Cb) + iTows (Rb, (]. — a)l, Cb)
> Tous (Ro, Sol+ 2 (1—a)l,C))
l
= Tows(Ry, 5,Ch) (8)

So the best location for the buffer b will be aop: = 1/2.
That is to say, the buffers will be equally spaced. O
Remark 1: In [26] and [25], buffer insertion was per-
formed at equal spacing for an interconnect with uniform
wire width. It was stated that the number of buffers as well
as the delay are linear functions of the interconnect length.
The justification of such a conclusion was recently presented
in [27]. However, none of [26], [27] and [25] performed opti-
mal wire sizing while doing buffer insertion. From our proof
above, it is clear that as long as the wire segment delay is
a convex function of I, which is the case for both uniform
wire width and optimal wire sizing, we should insert buffers
at equal spacing. O
Given Proposition 2, it is easy to show that

Proposition 3 The optimal distance between adjacent
buffers under optimal BIWS is lcrit(b, Ry, Ch). a

We simply denote lcrit(b, R, Cs) as lc. Then the total
number of buffers (including the driver) will be ny = [1/1.].
They divide the original wire into n; stages. Each stage
has equal wire length of /. and equal delay of T¢rix =ty +
Tows(Rp,lc,Cp) (defined as the critical delay), except the
last one. Let the length of the last stage wire segment be
ligst, then ligst = 1 — (ny — 1)l;, and the last stage delay
is Tigst = tg + Tows(Rb, liast, Cr). Therefore, the following
accurate delay estimation model for BIWS is obtained:

Téiws = Terit- (nb — ].) + Tiast
=  Tbiws * (nb - 1)lc + ﬂast (9)

where 7y, iS given by the delay estimation model under
OWS:

Thiws — tg/lc +a1lc/W2(a2lc) + 2allc/W(02lc)

=+ RbCf “+ 4/ RbTCaCflc (10)

The model in (9) can be further approximated by the fol-
lowing linear model with respect to I, which usually will be
accurate enough for delay estimation purpose.

Toiws = Thiws - L + tg (11)
The delay estimation model under BIWS is summarized
in Fig. 6. In practice, l. = lcrit(b, Ry, Cp) can be computed
in constant time. Egns. (9), (10) and (11) can also be
computed easily in constant time, so our estimation model
under BIWS again takes only constant time. For buffer size
of 100X minimum, we list I, and 7p;s in Table 3. It shows
that the estimated buffer numbers match those given by
running BIWS algorithm [2] in TRIO very well, differing
by at most one for a global 2cm interconnect. In terms
of delay, the model in either (9) or (11) gives very good
matches compared with running TRIO as shown in Fig. 7,
having about 90% accuracy.

Delay Estimation Model under BIWS
Input: Ry, I, Cr, ca, cf, 7, and buffer b
1. Compute I, = l¢rit (b, Ry, Cp)
2. Compute Tpiys using Eqn. (10)
3. Compute Ty;,,s using Eqn. (9)
or Ty;ys using Eqn. (11)

Figure 6. The Delay Estimation Model under Op-
timal Buffer Insertion and Wire Sizing.

Tech. (um) | 0.25 | 0.18 | 0.15 | 0.13 | 0.10 | 0.07

I 75 | 68 | 7.0 | 64 | 53 | 3.9

Thiws 0.53 | 0.44 | 0.41 | 0.39 | 0.38 | 0.39
[/1.] 3 3 3 4 4 6
#BT 4 4 4 4 4 7

Table 3. Results from delay estimation model and
running TRIO under BIWS. Buffer size is 100x min.
lo is in mm, and Ty is in 107*ns/pm. [1/l.] and
#BT are numbers of buffers inserted for a 2 cm in-
terconnect estimated from the model and obtained
by running TRIO, respectively.

5.3. Delay Estimation Model under Buffer Inser-
tion, Sizing and Wire Sizing (BISWS)

The BISWS technique is the most complete and powerful
optimization to reduce delay for global interconnects. The
optimal delay will be largely dependent of the given buffer
choices, which makes the delay estimation modeling more
difficult. However, as seen in BIWS, buffer insertion divides
the original long wires into smaller segments according to
some critical length I, and shields the quadratic behavior.
Therefore we expect that a similar linear relationship be-
tween delay and length will still hold for BISWS. This hy-
pothesis is confirmed by Fig. 8, which shows the optimized
delay by running TRIO package under BISWS optimization
for various technologies in NTRS’97. For all technologies,
the buffer size is up to 1000x minimum feature size, and
the wire width is up to 20x minimum width.

Then the only unknown to be determined is the slope of
the linear function. For a long wire with many buffers, we
observe from our running of TRIO package that the internal
buffers will be approximately of the same size and of equal
distance between adjacent buffers due to their symmetric
structure. Therefore, the slope can be estimated using the
best BIWS solution from available buffer selections. The
delay estimation model for BISWS is thus proposed as fol-
lows:

Tbisws = Tbisws * 1+ tg (12)

where Tpisws = minge 8{Triws } from available buffer set B.
The critical length I, for BISWS is then estimated by the
critical length of BIWS with minimum 74;,s. The delay
estimation model under BISWS is summarized in Fig. 9.
It is easy to show that the time complexity of the model is
O(|B|), where B is the set of available buffer sizes (usually
no more than 20, so the BISWS estimation model can also
be considered to run in constant time for practical purpose).
The results from the delay estimation model and from run-
ning BISWS algorithm in the TRIO package are shown in
Table 4 and Fig. 10. The estimation model again closely
matches the experimental results.

Remark 2: In [28], the closed-form optimal BISWS solu-
tion without consideration of fringing capacitance was de-
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rived. From their delay formula, we have done analysis
and shown the linear relationship between delay and length,
which confirms our results. Yet [28] is a special case of our
BISWS as we consider both area and fringing capacitances.
It is still an open problem to provide a theoretical justifica-
tion of the linear relation in Eqn. (12) under BISWS in the
general case. We are currently studying this problem. 0O

6. CONCLUSIONS AND APPLICATIONS

The main contribution of our work is a set of closed-form de-
lay estimation models and very efficient computation proce-
dures (constant time in practice) under various interconnect
optimization techniques, such as OWS, SDWS, and BISWS
for both local wires (without buffer insertion) and global
wires (with buffer insertion). These models match the ex-
perimental results very well (with about 90% accuracy on
average) and run extremely fast compared with running
complex interconnect optimization algorithms (e.g.,TRIO)
directly. In addition, they can be easily embedded and
coded into any synthesis engine and design planning tool.

Delay Estimation Model under BISWS
Input: Rgo, [, Cr, ca, ¢y, r, and the buffer set B
1. Compute the Tpisys = minge s {Thiws }

2. Compute Thisws using Eqn. (12)

Figure 9. The Delay Estimation Model under Op-
timal Buffer Insertion, Sizing and Wire Sizing.

Tech. (um) | 0.25 | 0.18 | 0.15 | 0.13 | 0.10 [ 0.07
le 9.9 9.1 9.3 8.6 7.1 5.2

Thisws 041 033 033 032 027 028
[1/1.] 3 3 3 3 3 4
#BT 3 3 3 4 3 5

Table 4. Results from delay estimation model and
running TRIO under BISWS. For all technologies,
Go and C are based on the 10X minimum buffer.
The units are the same as in Table 3.

We believe that these delay estimation models can be
used in a wide spectrum of applications listed, but not lim-
ited, as follows:

e Placement-driven synthesis and mapping: One may
keep a companion placement during synthesis and tech-
nology mapping [29, 30]. For every logic synthesis oper-
ation, the companion placement will be updated. Once
the cell positions are known, one can use our delay
estimation models to accurately predict interconnect
performance and feed it into the synthesis engine.

o RTL and physical level floorplan: During the sizing and
placement of functional blocks, one can use our models
to accurately predict the impact on the performance of
global interconnects.

e Interconnect process technology optimization: Inter-
connect parameters (e.g., metal aspect ratio, minimum
spacing, etc.) may be tuned to optimize the delays
predicted by our models for global, average and local
interconnects under certain wire-length distributions.

e Interconnect Planning: (i) Various interconnect opti-
mization alternatives can be evaluated for front-end
engines to make decision during RTL synthesis and
floorplanning. (ii) Based on the back-end interconnect
optimization requirements from our estimation models,
routing resource as well as silicon real estate (e.g. for
buffer insertion) can be planned beforehand.

We plan to extend our interconnect performance estima-
tion models to handle nets with multiple-pin topology in the
future. Also, we plan to look at the performance estimation
models under area/power constraints.
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