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ABSTRACT

This paper presents a much improved, highly accurate yet
efficient crosstalk noise model, the 2-m model, and applies
it to noise-constrained interconnect optimizations. Com-
pared with previous crosstalk noise models of similar com-
plexity, our 2-m model takes into consideration many key
parameters, such as coupling locations (near-driver or near-
receiver), and the coarse distributed RC characteristics for
victim net. Thus, it is very accurate (less than 6% error on
average compared with HSPICE simulations). Moreover,
our model provides simple closed-form expressions for both
peak noise amplitude and noise width. It is therefore very
useful to guide noise-aware layout optimizations. In partic-
ular, we demonstrate its effectiveness in two applications:
(i) Optimization rule generation for noise reduction using
various interconnect optimization techniques; (ii) Simulta-
neous wire spacing to multiple nets for noise constrained
interconnect minimization.

1. INTRODUCTION

In deep sub-micron (DSM) circuit designs, the coupling
capacitance between adjacent nets has become a dominant
component as taller and narrower wires are now placed closer
to each other [11]. The coupling capacitance not only leads
to excessive signal delays, but also causes potential logic
malfunctions (see [12] for a tutorial). The latter problem is
especially serious for designs with higher clock frequencies,
lower supply voltages, and usage of dynamic logic since they
have lower noise margin. To make sure a final layout to be
noise immune, accurate yet efficient noise models are needed
to guide interconnect optimizations at various stages.

Recently, a number of simple crosstalk noise models were
proposed. By solving telegraph equations directly, [10, 7]
obtained analytical formulae for peak noise of capacitively
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coupled bus lines. But they only handle fully coupled bus
structures, not partially coupled lines or general RC trees.
The work in [15] modeled each aggressor and victim net
by an L-type RC circuit and obtained closed-form expres-
sion for both peak noise upper bound and noise-over-time
integral. It showed much improvement on the pure charge
sharing model, but it assumed a step input for aggressor.
Extensions to [15] were made by [9, 6, 14], to consider a
saturated ramp input, or a m-type lumped RC circuit. In
[13], an empirical pattern-based noise metric is obtained us-
ing different coupling factors for different geometric and cir-
cuitry patterns. The coupling factor, however, is very much
technology dependent. Most of these models, however, did
not consider the distributed nature of an RC network, which
is needed in DSM designs. In [5], an elegant Elmore-delay
like peak noise model was obtained for general RC trees, and
it guarantees to be an upper bound. However, [5] assumed
an infinite (non-saturated) ramp input. Thus, it may sig-
nificantly over-estimate the peak noise, especially for large
victim nets, or for very fast aggressor slews (very likely in
DSM). In fact, the peak noise obtained from [5] may be even
larger than the supply voltage. Recent work in [14] can han-
dle distributed RC network and saturated ramp input. But
it can be shown that [14] has up to 100% over estimation
compared to the model in [5] when the aggressor transition
time is much larger than the victim net delay (see more
detailed explanation in Section 2).

In this paper, we develop a much improved crosstalk noise
model, called the 2-m model. It overcomes major drawbacks
of existing models by taking into consideration many key
parameters, such as the aggressor slew at the coupling loca-
tion, the coupling location at the victim net (near-driver or
near-receiver), and the coarse distributed RC characteristics
for victim net. Our model is very accurate, with less than
6% error on average compared with HSPICE simulations.
Moreover, it has simple closed-form expressions for both
peak noise and noise width and provides very clear physical
meaning for key noise contribution terms. All these charac-
teristics of our 2-m model make it ideal to guide noise-aware
layout optimizations ezplicitly.

The rest of this paper is organized as follows. Section 2
presents the 2-m model and its analytical solutions for time-
domain waveform, peak noise and noise width, together with
the model validation by HSPICE simulations. In the next
two sections, we demonstrate two applications of our 2-7
model. Section 3 provides a set of interconnect optimization



rules to guide effective noise reduction and Section 4 uses
the 2-7 model in a simultaneous wire spacing problem for
noise-constrained area minimization to multiple nets. The
conclusion follows in Section 5.

2. AN IMPROVED 2-r CROSSTALK NOISE
MODEL

In this section, we first present the 2-7 model and derive
its analytical time-domain waveform. Then we focus on two
key metrics for the 2-m model, i.e., peak noise (amplitude)
and noise width, and derive simple closed-form expressions
for them. We then extend the 2-m model to handle general
RC trees, followed by extensive validation of the model.

2.1 2-r Model and its Analytical Waveform

For simplicity, we first explain our 2-7 model for the case
where the victim net is an RC line. We will extend the 2-
m model to a general RC tree in Section 2.3. For a victim
net with some aggressor nearby, as shown in Figure 1 (a),
let the aggressor voltage pulse at the coupling location be a
saturated ramp input with the transition time (i.e., slew) of
tr, which can be computed by some timing analysis tool',
and the interconnect length of the victim net before the
coupling, at the coupling and after the coupling be Ls, L.
and L., respectively.

The 2-7 type reduced RC model is generated as shown in
Figure 1 (b) to compute the crosstalk noise at the receiver.
It is called 2-m model because the victim net is modeled as
two m-type RC circuits, one before the coupling and one af-
ter the coupling. The victim driver is modeled by effective
resistance Ry. Other RC parameters C,, Ci, Rs, C2, Re,
and Cp, are computed from the geometric information from
Figure 1 (a) in the following manner. The coupling node
(node 2) is set to be the center of the coupling portion of
the victim net, i.e., Ls + Lc/2 from the source. Let the up-
stream and downstream interconnect resistance/capacitance
at Node 2 be R, /C, and R./C., respectively. Then capaci-
tance values are set to be C1 = C,/2, C2 = (Cs +C.)/2 and
Cr = C./2 + C;. Compared with [15, 9] which only used
one lumped RC for the victim net, it is obvious that our 2-7
model can model the coarse distributed RC characteristics.
In addition, since we consider only those key parameters,
the resulting 2-7 model can be solved analytically.

From Figure 1 (b), we have the impedance at node 1, Z;
satisfying the following

1 1
A TR
Then at node 2, we have
1 1 1
= +sCh+ ———
Z> (Z1 + Rs) > R. + ﬁ

Denote the s-domain voltage at node 2 by Va(s), then

'The driver, load, and RC characteristics of the aggressor
net are implicitly considered in the aggressor parameter ¢,
at the coupling location.
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Figure 1: (a) The layout of a victim net and an ag-
gressor above it. (b) The 2-7 crosstalk noise model.

The output voltage Vout+ in the s-domain is
1

Vou = Vo(sg) —3CL 1
() = Vo) (1)
Substituting Z1, Z» and Va into Voy:(s), we have
Z> 1/SCL
V:)u * * Va
¢(s) Z2+(scl‘z) R. +1/sCy g9(8)
2
a28" + a1s
= ey Veos(s) )

$3 4+ bas?2 +bi1s+bo
where the coefficients are
ax = Kl/Kz
a1 (Ra + Rs)C: /K>
b2 = ((CZ + Cm) . (ReCL(Rd + Rs) + RdRsCI)

+ RqR.C.CL + CLRdRsC1)/K2
b1 = ((Ri+ Rs)(Co+C2+CL)+ (R.CrL + R4Ch))/K>
bo = 1/K,
K: = CzR4R:Ci

K; = RqR,CiCLR:(C: + C>)

Writing the transform function H(s) into the pole/residue
form:
a2s” +a1s + ao k1 ko k3

H = =
(5) 83+ b2s? +b1s+bo $—$1+$—S2

s— 83

The three poles s1, s2, and s3 are the three roots of s +
b2s2 +b1s+bo = 0, which can be obtained analytically using
standard mathematical techniques (details omitted due to
page limitation). After each pole/residue pair is obtained,
its corresponding time domain function is just f;(t) = k;e®i?
(1=1,2,3).

For the aggressor with saturated ramp input with normal-
ized power supply voltage Viq = 1 and transition time t,,
ie.,

t/tr 0<t<t
’Uagg(t):{ ]_/T t>_tr,_ T

its Laplace transformation is

1— e Str

Vagg(s) = T

3)

Then for each pole/residue pair, the s-domain output
Vout; (8) = % - Vagg(s), and its inverse Laplace is just



the convolution of f;(t) and g(t),

Vout; (t)

filt) * g(t) = / filt — u)g(u)du

ki(1+s;t jefit
_z(;‘sz)+k1251 0<t<t,
_ site sity 4
= _kiesi(t—tr) kie®it Ky
s2tn 52t s >t

Therefore, the final noise voltage waveform is simply the
summation of the voltage waveform from each pole/residue
pair.

Vout (t) = Vouty (t) + Vouts (t) + Vouts (t) (5)

The 2-7 model has been tested extensively and its wave-
form from (5) can be shown to be almost identical compared
to HSPICE simulations. More detailed model validation will
be presented in Section 2.4.

2.2 Closed-Form NoiseAmplitude and Width

Although the closed-form noise waveform has been de-
rived in the previous subsection, the solution by itself is
still quite complicated. Moreover, it provides little intuition
about some key measurements for crosstalk noise, such as
noise peak amplitude and noise width, which are very impor-
tant to guide noise reduction by interconnect optimizations.
Simple closed-form expressions for these measurements are
highly desired, since they provide more insight about how
various interconnect parameters affect the crosstalk noise
and to what extent. In this subsection, we will further sim-
plify the original 2-7m model and derive closed-form formulae
for the peak noise amplitude and the noise width.

Using the dominant-pole truncation approximation in a
similar manner as in [6, 8, 1], we can simplify (2) into

tz(1 — e~ %)
str(sty, + 1)

a1s

Vour(s) = bis+bo

(6)

Vagg(s) =

where the coefficients are

ty, = (Rd + Rs)(cm + 02 + CL) + (RECL + RdC1)(8)

It is interesting to observe that t, is in fact the RC delay
term from the upstream resistance of the coupling element
times the coupling capacitance, while ¢, is the distributed
Elmore delay of victim net. We will further discuss their
implications later on.

Computing the inverse Laplace transform of (6), we can
obtain the following simple time domain waveform

ta —t/tw
2(1l—e 0<t<t,

Vout(t) = tr -, 9

out(t) { b (==t _g=t/tv) ¢4, 9)

It is easy to verify that in the above noise expression, voy:

monotonically increases at 0 < t < ¢,, and monotonically

decreases at t > t,. So the peak noise will be at ¢t = ¢,, with
the value of

Umas = E(1 = e~tr/tv), (10)

tr
The above expression of v;,q; can be degenerated to some
special cases to encapsulate noise models derived in previous
works. As t, — 0 (i.e., a step input), vmaes — :—:, which is
in the same form as in [15] (without interconnect resistance)
and [14] (with interconnect resistance). In the case of t, >>

ty (actually ¢, > 3t, is enough), vmas — %=, which is in the
same form as [5].

It is also interesting to compare with the recent work by
[14], where the peak noise with saturated ramp input can
be written as v),,, = tﬁf—;ﬂ Although obtained from a
totally different approach, v),,, from [14] is indeed a first-
order approximation of our vme, in (10), since

tm —tn/t tm 1tr

—(1 - Yy = —[1—=-—+... 11

ety = -] (1)
te 1 te

~
~

to 1+ 5=ty +1./2 (12)
However, such approximation is only valid when ¢, < t,. It
will be much off when ¢, >> t,, since it throws away larger
terms. This explains why v;,,,, in [14] gives twice peak noise
of Devgan model when ¢, >> t,, i.e., 100% over estimation.
It also explains the results in Table II of [14] that as ¢, gets
larger (from 100ps to 500ps), the average error of peak noise
expression from [14] gets larger (from 6% to 10%).

Peak noise amplitude vmaz is not the only metric to char-
acterize noise. Under some circumstance, even the peak
noise exceeds certain threshold voltage, a receiver may still
be noise immune. This can be characterized by some noise
amplitude versus width plots. The noise width is defined as
follows.

DerINITION 1. Noise Width: Given certain threshold
voltage level vy, the noise width for a noise pulse is defined
to be the length of time interval that noise spike voltage v is
larger or equal to vy.

noi se
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Figure 2: Illustration of the noise width.

From Eqn. (9), we can compute ¢; and ¢z, and thus the
noise width

(13)

tg _ tl _ tvl’n |:(tr1: — trvt)(etr/tu — 1):|

trvt

In this paper, we set the threshold voltage v: to be half of
the peak noise voltage, v = Umaz/2. Then, the noise width
of (13) is simplified into

(14)

1 _672tr/tv
1— e tr/ts ]

twiath =t2 —t1 =t, +tuln [

Note that t, is cancelled out in (14). One can easily verify
the following property for the noise width.

LEMMA 1. The noise width twiatn 1S a monotonically in-
creasing function of t, and ty, i.e., Otysatn/0tr > 0 and
Otwiatn /Oty > 0, and it is bounded by t, < twiath < tr +
tyln2.



2.3 Extensionto RC Trees

Our 2-7 model can be easily extended to a victim net in
general RC tree structures. To compute the crosstalk noise
at a certain sink (receiver) S;, we build the corresponding
2-m model as shown in Figure 3. It is similar to that shown
in Figure 1, with the same upstream and downstream resis-
tances. The only difference is that we now incorporate the
lumped capacitance at each branch on the path from source
to sink Sj, i.e., Cp1, ... Cpi. We will add these Cy;’s into C1,
Cs or Cr in the following weighted manner:

e If a branch B; is between the source and the coupling
center, let its distance to the source be a(L; + L./2).
Then (1 — a)Ch; goes to C1 and aCh; goes to Co.

e If a branch B; is between the sink and the coupling
center, let its distance to the sink be B(Le + L./2).
Then (1 — B8)Ch; goes to Cr and BCh; goes to Ca.

Figure 3: Extension of the 2-7 model for general RC
trees.

It can be verified that in the resulting 2-7 model generated
for multiple-pin nets, ¢, is the same as in 2-pin nets, and ¢,
is still the Elmore delay from source to sink S;, but now
with branching capacitances. All other aspects of the 2-7
model remain the same. Note that for a coupling element
(e.g., Cz) not on the path from the source to sink S; (i.e.,
coupling with some branching elements), the computation
of t, only takes C,’s upstream resistance common to the
path from the source to sink S; (in the same manner as the
Elmore delay computation).

As for the time complexity, since we have the closed-form
expressions for the poles, residues, and waveform for each
pole/residue pair, the computation time for transfer function
and waveform for a given 2-m model can be done in constant
time. To reduce the original circuit to the 2-7 model, we only
need a linear traversal (to compute upstream/downstream
interconnect resistance/capacitance at the coupling node) of
the victim net, which can be done in linear time as well as in
[15, 5]. It is obviously the lower bound of the computational
complexity for any reasonable noise model.

2.4 Validation of the 2-r Model

The 2-7m model and its analytical peak noise as well as
noise width expressions have been tested extensively and
shown to work remarkably well compared to HSPICE simu-
lations. To perform HSPICE simulations, we will chop the
original RC tree into many smaller wire segments and model
each wire segment by a m-type RC circuit. To obtain high
fidelity and to detect the corner scenarios, we run our 2-7
model, Devgan model [5], Vittal model [14], and HSPICE

simulations on 1000 randomly generated circuits with realis-
tic parameters in a 0.18um technology (extracted based on
NTRS [11]). For the test circuits, the driver resistance Ry
is from 20 to 2000 (2, the loading capacitance Cj is from 4
to 50 fF, the length parameters Ly, L., and L. are from
1 to 2000 pwm, the wire width/spacing is either 1x or 2x
minimum width/spacing, and the aggressor slew is from 10
to 500 ps. Our experiments show that the average errors
for peak noise estimation using Devgan, Vittal and our 2-7
model are 589%, 9%, and less than 4%, respectively. Table 1
summarizes the percentage of nets that fall into certain er-
ror ranges using the 2-m model with closed-form peak noise
and noise width expressions from (10) and (14) compared
with those from running HSPICE simulations. We can see
that using our model, both peak noise and noise width are
on average within 4% error, and almost 95% nets have less
than 10% errors.

Error range Umaz | twidih
within +/- 20% | 99.9% | 98.8%
within +/- 15% | 95.8% | 96.8%
within +/- 10% | 93.5% | 94.6%
within +/- 5% | 83.1% | 84.7%

[ Averageerror | 3.7% [ 3.6% ]

Table 1: The percentage of nets that fall into the
error ranges for peak noise (Umqer) and noise width
(twidatn) from the 2-7 model.

We have also tested the 2-7 model on a set of randomly
generated multiple-pin nets with general tree structures. Our
experimental results show that our 2-7 model still works sur-
prisingly well for general RC trees. Figure 4 shows the scat-
ter diagram comparing the 2-7 model (y-axis) with HSPICE
(x-axis) simulations for 20 randomly generated four-pin nets
(i.e., with two branches). The experimental setting is the
same as those for 2-pin nets. The branching wire length
ranges from 1 to 2000 pm. The branching location can be
anywhere from driver to receiver. HSPICE simulations are
performed on distributed RC networks by dividing each long
wire into every 10um segment. Again, for all test circuits,
the 2-m model gives very good estimation (close to the y = z
line in the scatter diagram). The average errors for peak
noise and noise width are just 4.3% and 5.89%, respectively.
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Figure 4: Comparison of 2-m model versus HSPICE
simulation for 20 randomly generated RC trees for
(a) peak noise, (b) noise width.



3. APPLICATION I: OPTIMIZA TION RULES

FOR NOISE REDUCTION

Due to its high accuracy yet extremely simple closed-form
nature of the 2-m model, one can use it in many different sce-
narios, from noise estimation/analysis to noise-aware layout
optimizations.

In this section, we perform some in-depth parametric stud-
ies inside the 2-m model and provide a set of optimization
rules for noise reduction. Since it is well understood that
buffer insertion can help to reduce crosstalk noise [2, 3] and
our model can also be used as an internal noise evaluator to
guide buffer insertion, we will not include it here. Rather,
we will focus on a direct-connected net. For ease of refer-
ence, we rewrite the peak noise and noise width closed-form
formulas in the following.

t —
Vmaw = —(1—e t/t) (15)
tr
1 — g=2tn/to
twiath = tr +tuln [W] (16)

where t, = (Rqg+Rs)Cy and t, = (R4+Rs)(Co+C2+CL)+
(ReCr + R4C4). Since noise pulse below certain threshold
voltage (V;p) will not cause a receiver to malfunction, we will
mainly focus on the peak noise vqz reduction. However, we
will consider the noise width when the peak noise exceeds
the threshold voltage (Section 3.5).

3.1 Driver Sizing

Intuitively, driver sizing can help to reduce the peak crosstalk

noise since a stronger driver has more capability to sustain
a noise spike. Although this is true in most cases, our model
does indicate some situation under which increasing driver
size (i.e., reduce Rq) may not help to reduce the peak noise.
Consider

R4+Rs)(C1+C2+Cx+C r
Omas B % ~ 1+ (Ra+Rs)( 1:; 2+C2+Cp) | :_U
OR4 tr etr/tv

If (Rg+ Rs)(C1+Ca+Cr+CL) <t, (ie, RCi < R.CL
after substituting ¢,), then 3};%:* > 0 and sizing up a driver
will reduce noise. However, if (Rgz+Rs)(C1+C2+Cr+Cr) >
tv (i.e., RsC1 > R.CL), and t, << t,, one may have the
situation that Bg"‘TZ’“‘ < 0. 2 Consider the extreme case of
t, — 0, then the peak noise is

C:v : Rd + RsCa:
(C14+C2+Ca+CL)-Rg+ Rs(Co +Co +CL) + RCL’
Let k1 = oo foproy A b = g idnrmor

It is easy to verify that if k1 > k2 (i.e., RsCi1 < R.CL),
ang;” > 0, while if k1 < k2, Bg’l’}c;” < 0. It is also inter-
esting to see that vmee in fact bounded by ki and ks, i.e.,
min(k1, k2) < Umee < maz(k1,k2). That is to say, no mat-
ter how one optimally sizes a driver, there is still some noise
lower bound, and just doing driver sizing may not help to re-
duce the peak noise below the desired level. To summarize,
we have the following rule.

RutE 1. If R,Ci < R.Cr, then sizing up the victim driver
strength (i.e., reduce effective Rq) will reduce peak noise.

Intuitively, it corresponds to the situation of a very strong
aggressor coupling at a near-receiver location to the victim
net.

However, if RsC1 > R.Cr and t, << t,, driver sizing will
not help to reduce peak moise. In either situation, there is
certain lower bound for peak noise that can be achieved by
just doing driver sizing.

3.2 Near-DriverversusNear-Recever Coupling

This subsection investigates the effects of different cou-
pling locations on peak noise. From vmar = %(1 —

e tr/te ), we know that as the coupling element move toward
the receiver, R, increases. Meanwhile, the Elmore delay t,
increases because more “lumped” capacitance is now near
the receiver, but the increase rate shall be much less than
that of Rs and the overall effect to the peak noise is deter-
mined by the increase of Rs. This proposition is validated by
extensive simulations. As an example, Figure 5 shows that
Umae increases monotonically (almost linear) by 40% as an
aggressor moves from near-driver (L, = 0) to near-receiver
(Le = 0), meanwhile ¢, only increases by 9%. This leads to
the following interconnect optimization rule for noise reduc-
tion.

RULE 2. During topology generation/routing of a noise-
sensitive victim net, one shall avoid near-receiver coupling,
especially to its strong aggressors.

0 200 400 600 800 1000

Figure 5: Variations of vme, and t, to different cou-
pling locations (L, from 0 to 1mm) for a victim
net of 2mm long, L. = 1lmm, coupling spacing of
0.33um, wire width of 0.22ym, R, = 30092, C; = 10fF,
L. = 1mm, t, = 50ps.

It shall be pointed out since [15, 9] only have one lumped
RC for the victim net, they do not differentiate between
near-source and near-sink coupling. The model in [5] also
discourages near-sink coupling and confirms Rule 1, but it
usually gives too conservative peak noise.

3.3 ShieldInsertion

Section 3.2 suggests that we should avoid near-receiver
coupling, so we shall insert shielding (non-aggressive) wires
close to noise-sensitive receiver. Another aspect for a shield-
ing wire to reduce peak noise is by increasing “lumped” ca-
pacitance of the victim net.

LEMMA 2. The peak noise monotonically decreases as C1,
C>, or Cr increases. For the same amount of capacitance
increase, it is most effective at Cr, and least effective at C1,
i.e.,

a'Uma,a: B'Umaac avmam

ac, < ac. < ac

<0



From Lemma 2, the following layout guidance rule to reduce
crosstalk noise.?

RULE 3. The placement/insertion of non-aggressive (quiet)

neighbors around a victim net will help to reduce the crosstalk
noise. The preferred position for shield insertion is near a
noise-sensitive net’s receiver.

3.4 Wire SpacingversusSizing

First, it is easy to show that

LEMMA 3. The peak noise monotonically increases as Cy
increases, i.€., Vmaz [0C: > 0

Now let us introduce the following realistic capacitance model,
which usually holds based on our extensive capacitance ex-
traction experiments.

DEFINITION 2. Monotone Capacitance Model: For
a wire segment with fized width, its coupling capacitance
monotonically increases, and its ground capacitance mono-
tonically decreases as its spacing to neighboring wire de-
creases.

Then, we can prove that

LEMMA 4. The peak noise monotonically decreases as wire
spacing increases, under the monotone capacitance model.

Thus wire spacing is always an effective way to reduce
noise (especially when other methods reach their limitations,
e.g., driver sizing). The penalty is on the area side. For a
given area constraint, however, our study shows that wire
spacing is in general more effective than wire sizing for noise
reduction. Thus, we have the following rule to guide wire
sizing and spacing for noise reduction.

RULE 4. Wire spacing is always an effective way to reduce
noise, with an area penalty. For a given area constraint,
wire spacing is usually more effective than wire sizing for
crosstalk noise reduction.

It shall be noted that previous works [4] showed that
proper wire sizing could significantly reduce delay with con-
sideration of coupling capacitance. It will be interesting to
explore the wire sizing/spacing tradeoff for both delay and
noise consideration in the future.

3.5 On NoiseAmplitude-Width Product

Sometimes, a receiver may still be noise-immune even the
peak noise exceeds certain threshold voltage. This can be
characterized by some noise amplitude versus width plots,
which can then be transformed into an amplitude (A) ver-
sus amplitude-width (AW) product (A-AW plot) [15]. This
subsection reveals some interesting property on the noise
amplitude-width product. From (10) and (14) the AW prod-
uct can be written as

where f(z) = e:__:__: lnelm_’:__: and z = t,/t,. It can be

verified that f(z) € [In2,1] (i.e., [0.69, 1]). This impor-
tant property suggests that AW is essentially determined by

3[15] also suggests that shield insertion (which they call
“Intentional overlapping”) to reduce noise. However, it
does not differentiate between near-driver and near-receiver
shield insertion.

(R4+ R;)C,. Although techniques like increasing C1, Cs or
Cr (e.g., shield insertion) can reduce AW, they cannot go
below the lower bound In2- (R4 + R;)C,. The most effective
way to reduce AW is to reduce C; (e.g., by spacing), Rq (by
driver sizing), and R, (by wire sizing).

RULE 5. The noise amplitude-width product has a lower
bound of In2(Rq + Rs)Cz, and an upper bound of (Rq +
R,)C,. Other parameters such as C1, Ca, R., Cr only play
a minor role in it. The effective ways to reduce AW are wire
spacing, driver sizing and wire $izing.

4. APPLICATION II: SIMULTANEOUSWIRE
SPACING FOR MULTIPLE NETS

To demonstrate the effectiveness of our 2-m model, we
apply it to a simultaneous wire spacing problem for multiple
nets. It is formulated as follows.

Given: (1) The initial layout of multiple nets and their
noise constraints; (2) the minimum wire spacing between
each coupling pair.

Minimize: The total area or equivalently, the total spacing
between all nets.

Subject to: No noise violation for each net.

This problem may be formulated into some nonlinear pro-
gramming problem under simple formula-based capacitance
models. But in DSM designs, table-based capacitance model
is usually required for adequate accuracy, which makes the
problem difficult to solve due to lack of analytical expres-
sions (possible non-convexity, etc.). Instead, we will use a
sensitivity-based spacing algorithm (SBSA) to solve it, as
illustrated in Figure 6. The noise reduction sensitivity Awv;
at some spacing s;; (between two adjacent nets i and j)
is defined to be the total noise reduction for those noise-
violating receivers in nets ¢ and j, due to some nominal
spacing increase to s;;, say As;;j. The algorithm starts from
some minimum spacing as given by the input. As long as
there is noise violation, it will check each spacing s;; that is
a possible cause of the noise violation, and compute its noise
reduction sensitivity. Given the same nominal area increase
AA, we compute the spacing increase As;; = AA/l;;, where
l;; is the coupling length for s;;. We pick the spacing smn
that has the maximum noise reduction sensitivity with the
same nominal area increase, and increase it by As;;. Then,
we update the noise information and iterate until there is
no noise violation.

We apply our sensitivity-based wire spacing algorithm to
a 4-bit fully parallel bus of 1 mm long, with R; = 1801,
C; = 23fF, wire width of 0.44um, and t, = 50ps. The
noise constraint is set to be 0.2 V4. Table 2 lists the spac-
ings between adjacent bus lines using SBSA. We compare
the resulting spacings (s12 denotes the spacing between the
first and the second bus line, and so on. T'S denotes the
total spacing) from our metrics with two other metrics [5]
(Devgan) and [14] (Vittal). We list results under two differ-
ent As, 0.33 and 0.11 pum, respectively. It can be seen that
using Devgan and Vittal models may lead to too conserva-
tive spacing by as much as 70% and 31%, respectively, due
to their peak noise over-estimation. It is also interesting
to see that, comparing with a straightforward equal spac-
ing algorithm (i.e., s12 = $23 = s34, with the total spacing
TSgs at the last row of Table 2), our SBSA algorithm will
use much less area, with area reduction by up to 11% (total



Sensitivity-Based Spacing Algorithm

1. initialize spacings;

2. while (there is noise violation) {

3. Avmaz < 0;

4. foreach spacing s;; between any adjacent nets
¢ and j that either 7 or j has noise violation {

5. Asij :AA/l”,

6. compute noise reduction sensitivity Aws;;
7. Avmaz + mazr(Avij, Avmaz);

8.

9. increase Smn With Avpyer by ASmn;

10. update noise for affected nets;

11. }

Figure 6: A simultaneous wire spacing algorithm
for noise-constrained area minimization for multiple
nets.

spacing of 5.28 um versus 5.94 pm for 2-m model with As
= 0.33 um). So our SBSA is quite effective in practice.

spacing As = 0.33um As = 0.11um
(um) | Devgan | Vittal | 2-w | Devgan | Vittal | 2-7
812 2.64 1.98 1.65 2.42 1.98 1.54
$23 3.63 2.97 1.98 3.52 2.75 2.20
834 2.64 1.98 1.65 2.42 1.98 1.54
TS 8.91 6.93 5.28 8.36 6.71 5.28

[ TSes | 891 [ 6.93 [594] 858 [ 6.93 [5.61|

Table 2: Spacing for noise control of a 4-bit bus,
using different noise metrics.

5. CONCLUSION

We have developed in this work a much improved, closed
form crosstalk noise model, with on average less than 6% er-
ror compared with HSPICE simulation, for both peak noise
voltage and noise width estimations. Compared to existing
models with similar complexity, our model has much better
accuracy and it provides a unified view for them. We then
apply our model to develop a set of interconnect optimiza-
tion rules to guide noise-aware interconnect optimizations,
including driver sizing, topology construction, shield inser-
tion and wire spacing versus sizing to reduce peak noise. We
also obtain a very interesting bound on the noise amplitude-
width product and provide a simple, effective rule to reduce
it. We also apply our model to a simultaneous wire spac-
ing problem and show significant area saving due to more
accurate modeling. We expect that our 2-m model will be
useful in many other applications at various levels to guide
noise-aware DSM circuit designs.
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