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Abstract—Net weighting is a key technique in timing driven suited to honor these bounds. Another popular net-based
placement (TDP), which plays a crucial role for deep submiron placement approach is to assign higher net weights to the
VLSI physical synthesis and timing closure. A popular way to more timing critical nets [7][5][6][8][9][10]. Although net

assign net weight is based on its slack, such that the worst = . . . : .
negative slack (WNS) of the entire circuit may be minimized. weights can be iteratively updated during multiple placement

While WNS is an important optimization metric, another figure ~ 'uns [7][9][11][12], for acceptable turn around time, the global
of merit (FOM), defined as the total slack difference compared to placement for a modern ASIC design with millions of place-
a certain slack threshold for all timing end points, is of equivalent gple instances is usually performed only two or three times.

importance to measure the overall timing closure result for highly Therefore, an effective net weight assignment is extremely
complex modern ASIC and microprocessor designs. Moreover, important'

to optimally assign net weight for timing closure, the effect of L . .
net weighting on timing should be carefully studied. In this It shall also be noted that timing driven placemennat

paper, we perform a comprehensive analysis of the wire length, the end point of a physical synthesis flow. After placement,
slack and FOM sensitivities to the net weight, and propose a physical synthesis tools, such as buffer insertion/sizing and
new net weighting scheme based on those sensitivities. Suchyaie sizing, will be used extensively to further improve timing
sensitivity analy5|s |mpI|C|tIy takes .potentlal physical synthesls on the critical paths [17][18][19][16]. Thus, timing driven
effect into consideration. The experiments on a set of industrial p L . > g ]
circuits show promising results for both stand-alone timing driven  Placement should provide a good starting point for the physical

placement and physical synthesis afterwards. synthesis engine, and the net weighting should consider the
Index Terms—Timing Driven Placement, Physical Synthesis, potential effect of it. A popular way to assign net weight is
Net Weighting, Interconnect, Sensitivity Analysis. based on its slack, which aims to minimize the worst negative

slack YWN 9 for the entire circuit [8][14][10][15]. WhileV NS
is an important optimization metric, modern physical synthesis
also uses another metric, so calliggure of merit(FOM) to

It has been widely recognized that interconnect becomesngasure the quality of results for timing driven placement
dominant factor in determining the overall performance arahd physical synthesis. THeOM is defined as the total slack
complexity for deep submicron VLSI circuits. The globabifference compared to a certain slack threshold fotieding
wiring delay can easily be a factor of ten or hundred timemnd points(see section Il for its formal definition). It can
of a logic gate delay, even with repeater insertion [1]. Sindee interpreted as the amount of work left for the physical
interconnect length is roughly determined by the placemesynthesis engine or to the designers for manual fix if the
step, which decides where the logic and memory elemermgtimization engine alone cannot close the timing. A special
shall be located while satisfying the layout constraints (e.gase ofF OM with zero slack target is the total negative slack
non-overlapping), many timing driven placement techniqué$ NS, which was used to measure the quality of timing driven
have been developed to minimize the wire length that are ptacement [12], but not explicitly used to guide TDP. In this
the critical paths so that interconnect delays on timing criticaper, we explicitly us&OM metric to guide the placement.
paths are under control. Higher net weights for timing critical nets ideally lead to

Existing timing driven placement algorithms can be dishorter wire lengths and less delays for critical nets, and better
vided into two groups: path-based and net-based. Path-bak&M for the overall design as well. However, it was not
algorithms [2][3][4] consider every path simultaneously ilear how much weight change a critical net shall have and
their placement models. Path-based approaches in genwdaht its potential impact on the slack af®M is. Blindly
have higher complexity, especially for high end ASIC desigr&ssigning net weights without predicting their impact on the
with millions of placeable objects. For net-based approachdisal wire length and timing characteristic such\&NSand
one way is to assign wire length bounds to critical nefsOM could lead to inferior results. In this paper, we present a
[5][6]. However, placement algorithms are usually not weltomprehensive sensitivity analysis on the impact of net weight

to wire length, slack an8OM. Although our analysis is by no
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I. INTRODUCTION



we apply our algorithm once to obtain net weights for TD®Where E is the set of timing arcsd(s,t) is the delay from
from an initial wire length driven placement. Experimentaiming pointsto t, B is the set of timing begin points, i.e.,
results on a set of industrial circuits show that by adding slagkimary inputs PIs) and output pins of memory elements, and
and FOM sensitivities, we are able to obtain better resulf§(t) is the asserted arrival time at the timing begin paint
for not just timing-driven placement, but also the physical

synthesis optimization after it. In particular, considering the Reqt) :{ To.(t) , , G . (5)
FOM sensitivity to explicitly guide the net weight generation, m'n(tﬁ’)eE{Reqt )—d{t.t)} otherwise

we can further improve the findlOM measurement without whereP, is the set of timing end points, i.e., primary outputs
deteriorating the worst slack and wire Iength (POS) and input pins of memory e|ements7 a'ﬁ:qt) is the

The rest of the paper is organized as follows. Section dkserted required arrival time at timing end pdint
describes background information on the quadratic placement,

static timing analysis and delay models used to illustrate the SIKt) = Reqt) —Arr(t) (6)
sensitivity analysis. Section Il derives the wire length, slack The slack of a net is the slack at its source pin. To achieve

and FOM sensitivities o net weight. Section I\_/'presents ﬁming closure, all nets should have non-negative slacks. For
new net weighting algorithm based on the sensitivity analysrll

. . : Anometer designs with growing variability, one may even
in section lll. The experimental placement flow and results A€+ the slack target to be a positive value to safe guard the
shown in section V, followed by the conclusion in section VI

L ] . . rocess variations. Thiggure of merit(FOM) can be defined
A preliminary version of this paper was presented in ISP .
2004 [13] ccordingly as follows.

teP,
FOM= Y (SIkt)-Slk) @)
Il. PRELIMINARIES SIk(t)<Slk

In this section, we give the preliminaries for timing drivenwhereSlk is the slack target for the entire designSifi =0,
placement and use a hybrid quadratic programming afitk FOM is reduced to théf NS metric as used to measure
partitioning approach [14][9] to illustrate the net weightinghe quality of results in [12].
process. Let; andy; be the x- and y-coordinates of the To perform sensitivity analysis of slack amtlOM (to be
center of celli, respectively. The weighted cost of an edgexplained in the next section), the switch level RC device
(i, ]) is its quadratic wire length multiplied by its weight, i.e.model and the Elmore delay model [20] are used to illustrate
Wij (% —X;j)?+ (¥i —Yj)?). The overall objective function sumsthe concept since analytical formulae with intuitive expla-
up the weighted cost of all edges, as shown in the followingation can be obtained. To guide placement, these models

equation. shall be adequate since there are many other uncertainties
_ like the routing topology during the placement evaluation
Ty — s )2 v )2
Min ( ge EW'JKX' Xi)7+ (v~ Y] @ step. Our sensitivity analysis, however, can be extended to

handle more general delay models [21] if necessary. For an
whereE is the edge set of the entire circuit. Sincandy are interconnect with wire resistand®, and capacitanc€,, let
decoupled, we can write the objective function separately fBy be the effective output resistance of its driv€r, be the
each direction as follows. load capacitance for its receiver, then the EImore d&ldgom

) ) the driver to the receiver (through the interconnect) is
Min Z Wij (X —X;)

(i.)€E T =R4(Cw+C) +CRy+CyRw/2 (8)
Mm(i geEWIJ =) ©) Let the unit length wire resistance and capacitance aedc

respectively. ThelRy =rL, Cy =cL, and (8) can be rewritten
Equations (2) (3) can be solved by various quadrat&s: rc
programming techniques. Following each quadratic solution, T= —L2+(cPd+rC|)L+RdC| 9
cells may be partitioned and assigned into smaller bins, with 2
an optional repartitioning step to further improve the resulor nets with multiple sinks, since the interconnect topology
The quadratic programming, partitioning and repartitionintg Unknown during the placement stage, we can estimate the
process may be run iteratively until the bin size is smaflelay from source to sink using the Elmore delay approxima-
enough. After the global placement, detailed placement (alé@n-
called legalization) is done to move cells locally and remove T; = RiCiotal +CLj + 5
overlaps. . . - .
To guide timing driven placement, higher net weights can méheireTj IS ki _to _smk delay fqr sinkL;j is the source
assigned to timing critical nets based on static timing analysfg. sink distance for sink, and Gt is the total capacitive

For each timing point, its arrival timeArr (t), required arrival ;ad t‘,) the dsohurce.hTf;e ﬁaﬁac'“}’e Ioadb to Ejhe s;)urce Cﬁn
time Redt), and slackSIk(t) can be computed as follows: e estimated through the half-perimeter bounding box or the
sum of total source-to-sink direct connections since the actual

Arr(t) = Ti(t) teh @) wiring topology is unknown at the global placement stage. For
| maxspyeefArr(s)+d(st)} otherwise example of a net with two sinks, the delay from the source to

rc
—L? (10)



i-1 n we can obtain the following two equations for the x-dimension

from (2).
i-1
° ® Zwki(xkfxi)+wji(xjfxi) =0 (14)
(] i ] ) nk:1
° PS kz Wij (% —Xj) +Wji(xi —Xj) = 0 (15)
<T+1

where wy; is the net weight of net connecting cetl and
1 j+1 i. Similar results can be obtained for y-dimension. These
equations show that celkhall be placed at the weighted center
of cells1toi—1 and cellj; meanwhile, cellj shall be placed
at the center of cell§ +1 to n and celli. Multiplying (14)

with ZE:Hkajv then subtracting it by (15) multiplied with
i1 . . o

sink 1 can be estimated as follows under direct source-to-siZszl_Wku-r:/_Ve can get the wire lengtk; —X; to net weightw;

assumption: relationship as:

i—1 0. N v <h Coi=L
T = Ro(Cu +G1 + Cu+Cia) + GiRut + CuaRut /2 (11)  xj — x = 2oL M2t WXk ™ D1 2t WhiXi

1 i1
(The1Wid F Sk o2 Wi Wi+ S -2 Wi Fje—g Wha

whereCy1, Ry1, Ci1 and Cyp, Rap, G2 are the capacitance,

resistance and load of wire segment to sifikand 2, respec- To simplify the notation, we can rewrite (16) as:

Fig. 1. Sample circuit for wire length to net weight sensitivity.

tively. Similar to (9), we can rewrite (11) as follows: A (17)
Xj—=X=5g—=
rc B-wij+C
leEL%‘F(CRd+I’CI1)|—1+CR:1|—2+Rd(CI1+C|2) (12) !
where
wherelL; and L, are the lengths of wire segmettand 2, i—-1 n n i—1
respectively. A = kleki k—%ka X — k—%ka j kZkaiXk
i—1 n
1. NET WEIGHT SENSITIVITY ANALYSIS B = Wi + Z Wi
In this section, we will derive the relationship of slack and k:i Iillﬂ
FOM sensitivities to net weight. The question that we want cC — Wi z Wi
to answer is that given an initial placement from an initial net K1 szl
weighting scheme, if we increase the net weight of inby Since we assume the locations of cellgo i —1 and j + 1

a nominal amount, how much improvement netill get for to n do not changeA, B andC are constants. Thus we can

its slack and the overak OM. . . L )
. . . . o obtain the partial derivative of; —x; to w;j as:
We first derive and validate the wire length sensitivity to net

weight. Then we analyze the slack sensitivity to net weight, 0(xj — %) _ A-B
and derive thé=OM sensitivity to net weight. OWij (B-wjj +C)?
_ _(Xj—Xi)(B-Wij—i—C)-B
A. Wire Length Sensitivity to Net Weight (B.V\IIBH +C)?
Xj —Xi) -
We define the wire length sensitivity to net weid8f, (i) _ _=x)B (18)
as: B-wij+C
o (i) = AL(i) (13) Without loss of generality, let cells and j be the driver
)= AW(i) (source) and receiver (sink) cells of nigt respectively. We

o , o can use th&\e(ij) andWsink(ij) to substitutey,} wii +wij
whgre L(i) is the wire Ie_ngth for net, andW(l) is the net ;.4 zE:HkaJ_JrW”_ That is,Werc(i) is the total weight on
weight of neti. (i) implicates how much wire length would ine griver celli (simply the summation of net weights of those
change when there is a small amount of net weight changes that intersect with the driver), atdn(ij) is the total

As shown in Fig. 1, suppose nef is the net withAw \yeight on the receiver cell. Then we can rewrit® and C
change. It connects celland j. Cell 1 to i — 1 are the cells .

connected ta, and cell j+1 to n are the cells connected N N
to j. Assuming only the net weight of nét change and the B = Wrc(i]) +Waink(i]) — 2wij
locations of celfl toi — 1 and cellj+ 1 to n remain constant, C = Werc(ij)Weink(ij) — (Werc(i]) +Waink(i] ))wij +Wi2j

ICells1toi—1andj+1ton might move aswj is changed. Since the SubstitutingB andC in (18), we have
sensitivity analysis tries to catch the first order effect of net weighting, we g(y. _ x. Wern(ii Weirni (i) — 2W::
consider each net separately and assume others do not change. The experimemhix') = —(Xj—% (Were J_)_+ S'nk(_]) i)
results show that the estimation errors are quite small. oW Warc(i ] )Waink(i] ) _Wizj

(19)



To simplify the notation, we just use neto denote net;j 1200 1

as celli is the driver of this net. Therefore, for any rietwe
have the following important wire length versus net weight
relationship.

1100 4

1000 -

AL Were(i) +Waink(i) — 2W (i) ——u
S0 = 3wy~ O Woeiwand) iz @0 § o el

where L(i) = x; — x. Intuitively, (20) implies that if the
initial wire length L(i) is longer, for the same amount of
nominal net weight change, it expects to see bigger wire 4 |
length change. Meanwhile, if the initial net weight(i) is
bigger, for the same amount of nominal net weight change, it g |
expects to see a smaller amount of wire length change, since
Whre(i) +Whink(i) — 2W(i) is constant whileéWge(i)Wsink(i) is 500 ——
bigger for a largeV(i). 10 12 14 16 18 20 22 24 26 28 30

In [6], a similar relationship of weight and wire length was net weight
presented by computing wire length with matrix approximasg. 2. The wire length of a net in ckt2 with different net weights. is
tion, also assuming that weighting increase of a particular rnie¢ actual wire lengthl’ is the estimated wire length using (1), is the
has minor effects on other nets. It is written in the followingstimated wire length using (21).

800 -

wire length

equation:
. —AL(i)/[L(i) +AL(i
AW(i) = — ()/1[ 0 Z\,E,(),} (21) TABLE |
Warc(i) + Waink() — Were()Wink(i) ESTIMATION ERRORS WITH REAL NET WEIGHT DISTRIBUTION
When AL(i) is relatively small thari (i), S (i) can be esti- Our Model Tsay's Model
mated as: Average | Variation | Average | Variation
. . . 1.8% 26% 3.2% 37%
. . W Wi —2W
SR/(') — —L(i) rc(1) +Waink(i) (i) 22)

Wsrc(i)vvsink(i)
The main difference between (22) and our model (20) is

the denominator. This is mainly due to the different approx- o .
imations used while deriving (20) and (22). Equation (22) o net weighting formula in (20) works reasonably well even

derived with the inverse coefficient matrix approximation of/ith @ number of nets simultaneously changing their weights.
the quadratic objective function using two iterations of thi¥oreover, the net weights generated by our net weighting
Jacobi method [6], while our model (20) is derived directijormula presented in section V can be as largesatmes
from the necessary condition of the optimal solution, whicii€ original weights, and 20% of nets might change their
is more intuitive than [6]. In fact, [6] did not show in detailWeights simultaneously. Therefore, we apply another set of
how they obtained (22). experiments which randomly pick 20% of nets and increase
It can be shown that our model is also slightly more accuraf@®ir nét weights randomly from 0 to 600% to match the real
than the one from [6]. We run several experiments on a circ(igt weight dlstrlbgtlon. Table | reports the average estimation
with 72K cells (ckt2 in Table 1) to verify the accuracy of wire€Trs and variations for our model (20) and Tsay’s model
length sensitivity to net weight. Since the sensitivity is directl%zz)- It shows that our model has less estimation error than

derived from the wire length estimation (17), we only need thS&y's model.

compare the wire length estimation with the actual wire length. \jote that both models estimate the wire length and net
Fig. 2 ShOVXS_ the wire Iength_ of a net in ckt2 with dlffere'_eright relationship after a single global quadratic program-

net weight.L* is the actual wire length after the quadratigy,y 1t js not aimed to estimated the wire length after the

T : : . -

pIacem_ent,L IS t_he estlmateq wire length using (17, 'S entire placement flow, which usually includes partitioning,

the estimated wire length using (21). The initial net weightqrsive cutting, or other heuristics. However, for sensitivity

for all the nets are 10. The initial wire length of this net i$, v sis it s still reasonable to use it since the global quadratic

about 11_50' When the net weight increases from 10 to 30, %I%cement roughly determines the overall cell distribution.
actual wire lengthL* decreases from 1150 to 550. As shown

in Fig. 2, bothL’ andL” track L* quite well. HoweverL' is In the preliminary version of this paper appeared in ISPD
closer to the actual wire length* thanL”, i.e., our model is 2004 [13], we used Tsay's model (22) to estimate wire
more accurate. length sensitivity to net weight. Although the new model (20)

To further validate the wire length sensitivity estimation, wproduces slightly better wire length estimation, the timing
randomly pick 1% of nets and increase their net weights lyiven placement results of both models are almost the same.
10%. Then we compute the estimation effoe (L' —L*)/L*. We present the derivation of this model in this section to
The average estimation error is ordyd55% with a standard demonstrate the physical meanings of wire length sensitivity
deviation 0f6.08% So we verify that wire length sensitivity to net weight.



B. Slack Sensitivity to Net Weight Note thatF OM improvement comes from the delay improve-

The slack sensitivity to net weight is defined as: ment of this net, (30) can be decomposed into:

. .. AFOM AT(i)
. AS M) = :
k() = AWiz(il)) (23) S0 =3 awn (31)
We define another sensitiviti,OM sensitivity to net delay
where SIk(i) and W(i) are the slack and weight of nét zs:
respectively. Since only neatis changed, the slack change §OM(i) = AFOM/AT (i) (32)
of neti comes from the delay change of riefThen,

From (26), (13) and (32)5,°M(i) can be written as:
. AT (i
S0 =~ ) (24) SHOM() = SO ()l ) (39
where AT (i) is the nominal delay change of netBecause . we havg already.shown hgw 0 Fomp@(l) famd%"(l)
in the previous sections. In this section, we will illustrate how

smaller net delay AT (i) < 0) corresponds to larger slacktO computeSEOM (i), A trivial way to computeSEOM is to

(A.Slk(').> 0), there IS a negat_|ve.5|.gn in the abo_ve equauorrhn static timing analysis for the entire circuit after eddt)
Since higher net weight for nétwill ideally result in shorter

wire lengthL (i), which in turn, will cause less delay, naturall changed, however, this is too time consuming. If there are

YN nets, assumin i ic timi is i

. . , g the complexity of static timing analysis is
we can decompose (24) into the following two terms. O(N), the complexity of computing all th&E°M are O(N2).

An important contribution of this work is a fast and novel

iy _ T ek (i
SV = - (s (i) (25)  algorithm to computeS;OM. 1t is based on the following
whered/ (i) is the net delay sensitivity to wire length: theorem.
S0 Y b4 g Theorem 1:S;%M(i) of a two-pin neti is equal to the
1. AT(0) negative of the number of critical timing end points whose
S)= AL(i) (26)  slacks are influenced by newith a nominalAT (i).

o S Proof: Suppose there is a nominal delay chaAgé€i) on
We can computesy,(i) via (20). The remaining job is to neti, it will affect the arrival time of the sink of netby AT (i),
computeS (i). From (9), we can obtain for nétthe delay and may propagate to its downstream timing points. Assume

sensitivity to its wire length change as follows: k is an immediate downstream timing point of siflof neti.
AT() _ The new arrival time ok can be computed using (4rr (k)
()= AL() =rcL(i)+cRy+rC (27)  will change if and only ifd(j,k) is the most critical timing arc

for all timing arcs tok. For a nominal (very smallAT (i), the
It implies that for a given technology (fixadandc), the delay AArr (k) is exactlyAArr(j). Continue this propagation process
of a long wire (larget (i)) with a weak driver (largeRy) and we can see that if any timing poim is changed, the amount
large capacitive load (largeZ;) will be more sensiti\ig( to the of change toArr(m) will be equal toAT (i).
same amount of nominal wire length change (largefi)). o .

For nets that have multiple sinks, since wire Ier%gth change AArr(m) =AT(i) if Arr(m) is changed (34)
of one sink may also change the delays on other sinks dBeppose the number of critical timing end points whose arrival
to the change of the capacitance load seen by the driver, tivees will be influenced by netis K(i). It is also the number
need to evaluate the sensitivities of delays on other sinksdbcritical timing end points whose slack will be influenced.
the wire length of this sink as well. From (12), and assumiribhe sensitivity ofFOM to the delay change of nétis:
that' Iengt.hs to two dlffere.nt sinkpandk of.the same logical §OM(i) _ ASIKm) /AT (i)
neti are independent variables, we have: mgw

T;;(i) _ 2Ik(ll) Y 28) = mgVI —AArr (m) /AT (i)
i = —(K()AT(i))/AT (i)
wherek # j, andTi(i) is the delay to sink, Lj(i) is the wire = K() (35)

length from driver to sinkj. As expected, the sensitivity in _ o _ _
this case is only contributed through the driver. When j, Where M is the set of timing end points whose slack will

it is the same as in (27). change due to the delay change of hethis equation shows
, that S;OM(i) is the negative of the number of critical timing
g[i(i) — ATi('.) =rcL;(i) + CRy +1C); (29) end points influenced by nét [ ]
! AL (i) For nets with multiple sinks, we can view them as several
driver-to-sink two-pin nets to do the sensitivity analysis.
C. FOM Sensitivity to Net Weight Theorem 2:The FOM sensitivity of the sinkj delay of net
i can be computed by the following equation:

In this section, we will derive th&OM sensitivity to net T
weight, defined as follows: _ - §™()
SN =~ Y Kmli)7— (36)
SOM(i) = AFOM/AW(i) (30) mES(i) SHO)




whereS(i) is the set of sinks of nat Ky(i) is the number of A B

influenced critical timing end points for sink of neti. P oe— > Z)I (3.2) BISED (3.1 Po1
Proof: Suppose the wire length change on retsink | ns nl
is AL;(i). This wire length change will cause the delay change n3 (2,1)
on each sink of net. From (28), we can compute the delay — ——______ ’ )(-2, 1) (2 1). =)
change on sinkn due toAL;(i)as: ~  —=mmm=-s D(—l,o) n4d (-1,0) n2 02
D

ATm(i) = §™ ()AL (i 37
m( ) S‘l ( ) J( ) ( ) Fig. 3. Counting the number of influenced timing end points.
At each sink, we can use Theorem 1. Thus, we can compute

the total AFOM due toAL(i) as: critical input pirf gets the propagated from its downstream

nets. Since each gate and net will be traversed only once, we

AFOM = — % Km(i)ATm(i) have the following theorem for Algorithm 1:
meS(i) Theorem 3:The complexity of algorithm 1 i©(N), where
= - Z Km(i)SIrj"(i)ALj(i) N is the total number of nets in the design.
mes(i) As an example, Fig. 3 shows two paths from a timing begin
point P to timing end point$,; andP,,. In the figure notation
Then §TJOM(i) can be derived from above equation: such as (-3, 1), the first number is the slack (in ns), and the
second number is thi€ value. Since the slacks B; and Py
OM/: AFOM are -3ns and -2ns, respectively, worse than the slack target of
§,— (i) = AT, (i) 0, theK values forP,; and Py, are both 1. We can see how
. - ALi() theK val are propagated from PO to Pl. Note that for gate C,
= - z Km(i)S_'j“(i)AT{ - the upper input pin has slack of -2ns, while the lower input
meS(i) (M) pin has slack of -1ns, thus the upper pin is the most timing
STr_n(i) critical input pin of gate C, and will influence the slack of
= - Z Km(i) T‘, : Po2. The lower input pin of C does not influen&g,, meaning
mes(i) SL;(') that even if the wire length of net n4 is shortened, it will not

improve theFOM.

[ ]
To compute the number of the influenced critical timing
end pointsKy(i) for each sinkm of each neti, we have _ ] ) o )
the following efficient algorithm. This algorithm can give the In this section, we will use the sensitivities derived from the

number of the influenced critical timing end poirsi) for previous section to guide the net weight generation for slack
neti at the same time. andF OM optimization. Again the net weighting scheme is that

we start from a set of initial net weights and compute a new set
of net weights that would maximize tivg¢ NSandFOM gain.
Since the sensitivity analysis works best when the net weights
_ _ . — vary little from their initial values, we also add a constant of
1 initialize K(i) = 0 for all nets andm(i) = 0 for each sink 5| change to bound the net weights. We formulate the net

m of neti , , . . weighting problem as the following constrained optimization
2: sort all nets in topological order from timing end po'm%roblem'

to timing start points

IV. SENSITIVITY GUIDED NET WEIGHTING

Algorithm 1 Counting the number of influenced timing critical
end points for each sink and each net

3: for all P, pin tdo max ¥ 2 [(Slk — SIK(i))ASIK(i) +aAFOM(i)]
4. setK(i) to be 1ift is timing critical (i.e.,SIk(t) < Slk); aW .
otherwise sek:(i) to be 0 st. i [AW(i)2 <C (38)
2 forfoarlla”nzgrl]kmp?;]ej 3? cr)]\é? it(()j[cJ)ologmally sorted ordéo whereny,... Nk are critical netsAW = {AW(i)}, C is a constant
7: K(i) = K(i) + K (i) to bound the total weight change. The multiplier f&8lk(i) is
. - J . . .
8. propagateK (i) of neti to the most critical input pin its relative slack to the slack targ8tk, since we want more

ASIK(i) for more critical nets. The constaaton eachAFOM
is the same, which is used to balance B@M and slack. The
équadratic sum constraint &W(i) helps to produce smooth

of the cell drivingi; pin | is a sink of netp:

Ki(p) =Ki(p) +K(i) ;

other input pins of the driver will not be propagate
because they are not on the critical path of Rehus 2When there are two or more input pins with the same negative slack,

cannot influence the timing end points from met the K value propagated by this algorithm might be not exactly equal to the
influenced timing end points. This is because those two or more input pins
might or might not come from the same source net. Our experiments show
. s . _that either propagate for all the most critical pins or not does not make much
Algorithm 1 backward traverses the netlist in the tOpOIOQ'Qé'fference on the final timing result. Therefore, if there are multiple most
order. When it traverses through a gate, only the most timinggical pins with the same slack, we do not propagétéor any of them.




distribution of net weights. ReplacingSIk(i) and AFOM(i) Algorithm 2 An example of timing driven placement flow

with Sﬁ}k(i), SE/OM(i) andAW(i) , we have: using sensitivity guided net weighting
i—n ik oM+ ) 1: run wire length driven placement with uniform weight
max Si—m [(Slk — SIk()) Sy (1) + asy™M ()] AW (i) Whin, i.€., Worg(i) = Whnin for all nets
=y 12 2: run static timing analysis
st. i=n [AW()]" < C (39 3 computei©OM, Sk for each net
We can uselagrange multiplier method to solve this 4 compute weightV(i) for each nei based on (44)
nonlinear programming problem. Let 5: run timing driven placement with new net weight

LW = 3 (ST SIS + as(0)]-aw)

It shall be pointed that many timing-driven quadratic place-

i=ny ment engine uses a cligue model for multiple-pin nets. Then
+A-(C— Z [AW(i)]?) (40) each edge of a net shares the same net wéigt. can still
i=m compute the sensitivities for each edge, then assign a net
where is a non-negative Lagrange multiplier. The solutio¥€ight to the entire net. An alternative approach is to model
AW* and\* should satisfy: the multiple-pin net as a lumped net. Instead of decomposing

a multiple-sink net into a set of edges when computing the
W) sensitivities, we use a lumped, single sink net to approximate
LW 2 (AW A°) = the net weight in our experiments. The wire length of this
oA ’ (41) lumped net is the half perimeter length of the bounding box of
Thus we have th.e original mqu—smk net. Thg _smk of the new net is the one
with the worst slack in the original net because what matters
AW* (i) = B{[Slk — SIK(i)]SH() +ashoM (i)} (42) most is the most critical sink. Since most nets in real designs
have only one or two sinks, the half perimeter length of the

aL(AW,)\) AW \* - 0
{ ( A7) for each net € (ny,...,nK)
0

where, bounding box can approximate the total wire length reasonably
C accurately. From Algorithm 1, the influenced timing end points
= =Ny NSk OM/iv12 (43) for each multiple-pin net is simply the summation of that for
i [(Slk — SIK(i)) Sy (1) +asy™ (i)]

its sinks. Note that the lumped net approximation is only used
is a constant for all nets, which absorbs the effecCaiind for computing net weight sensitivities. It is not used for the
determines how much weight change is allowed. The othstiatic timing analysis to obtain the slack for each net and pin.
constant parameter balances the weighting of critical slack The net weighting algorithm is implemented in C++ lan-
and FOM. In the real implementation, we also linearly scalguage and tested on the IBM AIX 43P-S85 servers. The
(Slk — SIk(i))SH(i) and§;°M(i) to [0,1] in order to precisely placement tool used in our timing driven placement flow is

control the weighting scale via and 3. the IBM CPlace [22]. CPlace has been used in the design
Based on (42), we propose the following sensitivity guideaind production of hundreds of ASIC chips and several mi-
net weighting scheme croprocessors. It includes several placement engines. In our
Worg (i) SIki) > Slk experiment, we uses the quadratic placement engine called
W(i) = { Worg(i)JrAW*(i) SIki) < Slk (44) QPS. The placement result of this engine is relatively stable
o9 = compared to the pure partition-based engine. CPlace is also
whereWgg(i) is the original net weightAW* (i) is net weight integrated with the IBM Placement Driven Synthesis design
adjustment from (42). closure tool. Instead of using the old MCNC or ISPD'98
benchmarks, we test our algorithm on a set of real industry
V. EXPERIMENTAL FLOW AND RESULTS circuits (AS'C ChipS and CorES), with circuit size up to 444K

placeable cells using IBM CMOS technologies [23]. We use a

state-of-the-art static timing analyzer Einstimer from IBM to
Our sensitivity-based net weighting algorithm can be usgférform the timing report. The test circuit characteristics are

to guide timing driven placement, by either iteratively updatummarized in Table II. The slack targgli is set to be 0.3ns

ing net weights gradually (e.g., using very smalland B for all circuits in our experiments. We compare the following

parameters) or generating a set of new net weights in ogir algorithms:

shot. Iteratively updating net weights might get us the best, v - wire length driven placement with uniform weight

results, but it requires many placement, timing analysis, and, 1g timing driven placement usingack

net weighting runs. It may take too much run time for modern | tgg timing driven placement usingack sensitivity

large-scale ASIC chips, with hundreds of thousands to millions | 1 gg timing driven placement using bottack andFOM

of placeable objects. In Algorithm 2, we show an example

of a practical, industrial strength timing driven placement 3with a clique model, one may still be able to add additional edge-based net

flow which 0n|y runs global placement twice and generaté\@ighting by creating artificial two-pin nets between the driver and its sinks.
But it would work better in an incremental placement and net weighting flow.

sensn_wny-basgd net weights Onc?' This ﬂow is used 'n. OHfnce our flow only runs global placement twice and net weighting once, we
experiments since we are mostly interested in large designge not add these artificial two-pin nets.

A. Experimental Flow and Setup



TABLE I

i.e., the maximumAW generated by slack sensitivity will be
TESTCASESIZE AND TECHNOLOGY

60. To evaluate the impact dfFOM sensitivity, we run net

Design | cells | nets | technology weighting algorithm with differentt ranging fromo to 1. Figs.

C‘lzg ?;E 22? 8-12“'“ 4(a) and 4(b) show th&/ NSand FOM of a set of testcases

C loum . . . .

k3 T 159Kk 157k T 0.25um after. the timing driven placement with net weights generated
cki4 | 216K | 203K | 0.25um by differenta. The FOM andW NSare scaled to-1 for the

ckis | 252K | 257K | 0.18um comparison among different testcases. As shown in the figure,

cki6 303K | 328K 0.18um

WNSdoes not have a consistent trend, BW®M gets better
cki7 | 444K | 395K | 0.18um

asa increases fron® to 0.8 for most testcases. Thus adding

FOM sensitivity helps to achieve bette©OM. We usea = 0.8

0- for TSFin the rest experiments.

As a reference, we also report the result from zero wire
model ZW), i.e., assuming zero wire resistance and capac-
041 itance. The timing undeZW model is the best timing that

—o—ckt4 P . . . .

0.6 1 o okts any timing driven placement algorithm can possibly achieve.

08 | e cki2 Furthermore, we run a simple slack based net weighting

—%—cki5 algorithm (T'S to compare our result with. This net weighting

1 algorithm linearly assigns net weights based on net slacks.
1.2 4 To ensure a fair comparison, we mak& generate the same
14 ‘ ‘ ‘ ‘ ‘ average weight a$ SSdoes.

0 0.2 04 0.6 0.8 1 Table Il compares thé&OM and WNSresults fromzZW,

“« WL, TS TSS and TSF. Since we can not compare directly
with other timing driven placement algorithms due to the
uniqueness of our flow, we report under the improvement
columns forT S T SSandT SFin these tables theptimization
0.4 4 potentialover WL relative toZW, which is also used in [12].

05 | The optimization potentialis defined as the percentage of
timing improvement by timing driven placement versus wire
length driven placement, compared to an upper bound for

:zﬁg such improvement. The timingMNS or FOM) difference

ka2 of the zero-wire load model versus the wire length driven

—%—cki5 placement is used as an upper bound. For example in Table I,
the improvement potential of SSfor cktl can be computed
by (41650- 26093 /(416509134 = 48% We can see that
algorithm T SSand T SF improve FOM andWNSby a large
margin (on average from 37% to 58%) compared with uniform
net weighting (i.e. wire length driven) placememL The

(b) FOM algorithmT SF (with both slack and-OM sensitivities) further
improves theT SS(with only slack sensitivity) results, from

Fig. 4. WNSand FOM after timing driven placement with different. 49% to 58% for-OM. TheW N Salso gets slight improvement

from 37% to 40% using the T SF algorithm. Compared to
the pure slack based algorithi§ T SSand T SF have better
sensitivity FOM andW N Simprovement. Actually th& OM optimization

All our placement results are legal, i.e., there is no cedf TSis just slightly worse tha SS however, the average
overlapping. We report two set of results, one is from tim&/NSof TSis significantly worse. The degradation is mainly
ing driven placement alone, and the other is from physicgused by some long wire delays in the largest desidn.
synthesis after the timing driven placement to show that it nceT Sdoes not use sensitivity to guide net weighting, the

important to have a good placement starting point for physid@W driving strengths of the drivers of those wire are not
synthesis to work on. considered. Therefor€S produces inferior results than those

of TSSandTSF.

Note that we did not report the timing improvement in terms
of cycle time. This is because the chips we tested all have
Based on timing driven placement flow described in Almultiple clock signals with different cycles times. If we only
gorithm 2, we first run CPlace witWmi, = 10. Then we use the master clock for comparison, the average improvement

compute thes; andf,°M for each net. We also run Einstimerof cycle time for these circuits 3%

to perform the static timing analysis and get the slack for eachln a recent paper, [12] reported an averapBlS (total
net. Before we generate net weights using (44), we needregative slack, which is a special case of &(®M when
selecta and 3. After a set of experiments, we sBt= 60, the slack threshold is zero) improvement46% andWNS

-0.2

WNS

(@) WNS

-0.6

FOM

23

B. Timing Driven Placement



TABLE Il
FOM AND WNSCOMPARISON AFTER TIMING DRIVEN PLACEMENT

Design FOM(ns) Improvement [ WNSns) Improvement
ZW WL TS TSS TSF TS TSS TSF ZW WL TS TSS TSF TS TSS | TSF |

ckitl -9134 -41650 -28295 -26093 -25602 41% 48% 49% -1.702 -6.274 -3.720 -3.392 -4.254 55% 63% 44%
ckt2 0 -6966 -3359 -4102 -3454 52% 41% 50% 0.248 -2.977 -1.375 -1.784 -1.754 50% 37% 38%
ckt3 -535 -13711 -6466 -6468 -5595 55% 55% 62% -0.55 -4.997 -3.474 -3.684 -3.788 34% 30% 27%
ckt4 -322 -8057 -3673 -4024 -3440 57% 52% 60% -0.941 -7.218 -5.112 -3.736 -3.605 34% 55% 58%
ckt5 -114 -28527 -13826 -15334 -12229 52% 46% 57% -0.102 -3.575 -2.418 -2.379 -2.002 33% 34% 45%
ckt6 -142 -20257 -14200 -9417 -9536 30% 54% 53% -0.508 -5.47 -4.135 -5.484 -4.856 27% -0% 12%
ckt7 -4 -452 -243 -248 -131 A47% 46% 2% 0.16 -1.135 -2.351 -0.66 -0.432 -94% 37% 54%

Average 48% 49% 58% 20% 37% 40%

TABLE IV

smaller compared to Table IV after PDS. So we are able to

TOTAL WIRE LENGTH COMPARISON AFTER PLACEMENT . . g . . .. . .
achieve significant improvement in timing with little degrada-

Design TWL (1) change tion in the wire length metric. It also shows the average total
WL TS TSS TSF TS TSS TSF . . -
kil 10.30 1124 10.89 1110 | 9.14% | 5.79% | 7.86% wire Iength ofTSFis 0n|y2 percent worse that deS which
ckiz 1493 | 1620 | 1587 | 1654 | 850% | 6.28% | 10.78% - . . s
cki3 4005 | 4250 | 41.04 | 4241 | 6.35% | 2.49% | 591% means timing driven placement withOM sensitivity trades
cktd 7944 | 5020 | 4959 | 5007 | 1.52% | 0.30% | 1.26% - .
G| 5908 | 6390 | 6439 6350 [ 657w | 735% 60T% off little wire length for a much betteF OM.
ki6 13464 | 13603 | 13601 | 13596 | 1.03% | 1.01% | 098%
ckt7 12660 | 127.07 | 126.22 | 12634 | 037% | 0.30% | -021%
Average 278% | 328% | 4.66% TABLE VI

TOTAL WIRE LENGTH COMPARISON AFTER PHYSICAL SYNTHESIS

improvement of63.6%. Since we have no access to those Design TWL (x10P) change
test circuits in [12], we cannot make direct comparison with WL | TSS [ TSF | TSS | TSF

. A ckil | 10.55 | 11.14 | 11.34 | 55%% | 7.46%
those. nu_mbers. AI.so, it should be noted that our test circuits k2 T 1523 [ 1607 | 1678 | 553% | 1021%
are significantly bigger than those used in [12] (the largest cki3 | 56.24 | 57.15 | 58.99 | 1.62% | 4.89%

circuit in [12] is only 6K, while ours is over 440K). Yet it ckt4 | 49.62 | 49.70 | 50.19 | 0.16% | 1.14%
cki5 | 60.06 | 64.42 | 63.60 | 7.27% | 5.90%

1 i i 1 0,

is mte_restlng to obsgrve thgt ourSF glgor!thm gets 58@ K6 14297 12616 T 146 38 0.82% T 0.98%
FOM improvement with a single non-iterative net weighting cki7 | 13317 126.12 | 133.65 | -5.30% | 0.36%
(as opposed to [12] which iteratively updates placement and Average 2.24% | 4.42%

net weighting).

Table IV compares the total wire length (TWL) from the Table VII compares the total cell area after PDS for algo-
four algorithmsWL, TS TSSandTSF. We can see thaISS rithms WL, TSSand TSF. It shows that the total cell area
andT SF only increase TWL by a small percentage, and thayifference is negligible among these three algorithms. In fact,

are better tha S TSSand T SF even have slightly smaller area thsiiL, for
example ofcktl, which has dl.3 percent area reduction. So a
C. Post Physical Synthesis Result better placement starting point may need less aggressive gate

For deep submicron timing closure, tremendous amou#iging.
of optimizations such as buffer insertion, gate sizing, pin
swapping will be done after placement [19][18]. A good timing
driven placement should provide a good starting point for

TABLE VI
TOTAL CELL AREA COMPARISON AFTER PHYSICAL SYNTHESIS

the follow-on physical synthesis. We run an industry physical Design Area (< 10°)
synthesis tool PDS [17][16] to further improw NS and WL TSS | TSk
FOM based on the placement results friviL, T SSand T SF gtg fisgo fiTe ki
algorithms. We did not rul S again becaus& SSand T SF K3 [ 2479 | 2484 | 2487
are the best results we have after TDP. cki4 | 153.26 | 153.20 | 153.21
Table V compares th&eOM and WNS after PDS for C::Eg 23g§03§1 25'3&9280 23&9137
: H H C . . .
algorithmsWL, TSSand TSF. Again, we see a consistent k7 T 9987 9978 99863

significant improvement off SSand TSF over WL. The
explicit FOM guided algorithmT SF still has the besE OM
after PDS (on averag&% better than the improvement by
T SSoverWL). Note that thaV N Simprovement ofT SF after VI. CONCLUSIONS
PDS is slightly smaller than that fS$ 45%vs. 47%, while In this paper, we first derive a set of sensitivity analysis
the WN Simprovement ofT SF after placement is higher thanfor wire length, slack andcOM due to a nominal change of
that of TSS It shows that a placement with betdNSdoes net weighting. We then propose a new net weighting scheme
not necessarily end up with betté& NSafter PDS. But the that incorporates both slack afOM sensitivities. The net
placements with bettdfOM in general still have betttfOM  weighting algorithm is implemented in an industrial strength
after PDS. This demonstrates the importance of optimizirigning driven placement and physical synthesis flow. Exper-
FOM explicitly during the placement. imental results show by adding slack aR@®©M sensitivities,
Table VI shows the total wire length of each circuit aftewe are able to obtain better results for not just timing-driven
PDS. It can be seen that the wire length difference becommacement 8% in FOM and 40% in WNS, but also the



physical synthesis optimization after i65% in FOM and
45% in WNS. Adding theFOM sensitivity to guide the net
weight generation, we can further improve th©M without

TABLE V

10

FOM AND WNSCOMPARISON AFTER PHYSICAL SYNTHESIS

Design FOM(ns) Improvement WNSns) Improvement
WL TSS | TSF | TSS| TSF WL TSS TSF TSS | TSF
cktl -7829 | -6086 | -5170 | 22% | 34% -0.834 | -0.743 | -0.739 | 11% 11%
ckt2 -2059 | -384 -631 | 81% | 69% -0.705| -0.011 | -0.073 | 98% 90%
ckt3 -1854 | -405 -422 | 78% | TT% -0.701 | -0.139 | -0.19 80% 73%
ckt4 -2537 | -1844 | -1770 | 27% | 30% -2.156 | -1.908 | -1.9 12% 12%
ckt5 -4732 | -2726 | -1819 | 42% | 62% -0.472 | -0.443 | -0.341 | 6% 28%
ckt6 -1481 | -541 -266 | 63% | 82% -0.36 | -0.293 | -0.351 | 19% 3%
ckt7 -94 -8 0 91% | 100% || -0.097 0 0 100% | 100%
Average 58% | 65% 47% 45%

[15]

(16]

deteriorating the worst slack and wire length.
Since physical synthesis transforms such as buffering and
. .y S 17]
gate sizing could change the timing of a netlist S|gn|f|cantl§/,
we plan to consider their impact on net weighting explicitly

in the future.

(18]

(19]
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