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Interconnect Performance Estimation Models for
Design Planning

Jason Congrellow, IEEE,and Zhigang (David) PamMember, IEEE

Abstract—This paper presents a set of interconnect perfor- routing or even postlayout phases. Consequently, accurate
mance estimation models for design planning with consideration interconnect performance information, especially that of global
of various effective interconnect layout optimization techniques, interconnects, is not known to higher level synthesis and design

including optimal wire sizing, simultaneous driver and wire | ina tools. Si int t optimizati il
sizing, and simultaneous buffer insertion/sizing and wire sizing. planning tools. since Interconnect optumization will improve

These models are extremely efficient, yet provide high degree of interconnect delay significantly, it is unlikely for synthesis
accuracy. They have been tested on a wide range of parametersand design planning tools to make correct decisions without
and shown to have over 90% accuracy on average compared to proper modeling of the delays fasptimizedinterconnects.
running best-available interconnect layout optimization algo- peanwhile. to make sure that the optimized interconnects
rithms directly. As a result, these fast yet accurate models can o . .

be used efficiently during high-level design space exploration, are. r(?allze_lble at the Iayout level, proper area estlma}tlon of
interconnect-driven design planning/synthesis, and timing-driven Optimized interconnects is also needed beforehand at high level

placement to ensure design convergence for deep submicrometerplanning stages to ensure the overall design convergence.

designs. A brute-force integration that runs existing interconnect op-
Index Terms—Buffer insertion and Sizing’ design p|anning, timization algorithms dil‘eCtly at the SyntheSiS and design plan-
driver sizing, interconnect estimation, wire sizing. ning levels is not practical in designing complex deep submi-

crometer (DSM) circuits due to the following reasons.

1) Inefficiency: existing interconnect optimization algo-
) o rithms use either iterativéocal refinementoperations
scaled into nanometer dimensions and operate in giga- (e g., [7] and [10]), omathematical programmingpr-
hertz frequencies, interconnect design and optimization have  myation (e.g., [6] and [18]). Although they are usually
become critical in determining system performance, cost,  in polynomial time complexity and efficient to optimize
and reliability. In recent years, many effective interconnect  jnterconnects associated with fixed floorplan/place-
optimization techniques have been proposed for interconnect ment, running these algorithmepeatedlyover tens of
performance optimization, including wire sizing [1]-[6], devicé  thousands of global nets for each of thousands to millions
sizing [7]-[9], buffer/repeater insertion [8], [10]-{12], and  of possible synthesis, floorplan, or placement solutions
various combinations of these techniques, such as simultaneous \yoyId be very costly during early evaluation stages:
device and wire sizing [13]-{15], simultaneous buffer inser- 2) | ack of abstraction: to make use of those optimization
tion/sizing and wire sizing (BISWS) [16]-[18] (see [19] and  ~ programs, a lot of detailed information is needed, such
that applying the optimization technique of simultaneous driver  \idths and buffer sizes, and so on. However, such in-
sizing, buffer insertion/sizing, and wire sizing can significantly formation may not be available at early design planning
reduce the global interconnect delay (of a 2-cmline) by afactor  gtages:
_of five to six times when compared_to using nominal wire width 3) Difficulty to directly integrate high-level design planning
in the 0.07xm technology generation from [22]. ~ tools with interconnect optimization engines due to dif-
Given such a great impact of interconnect layout opti-  farent levels of data abstraction.
mization on the interconnect performance and, thus, on therg deal with these problems, we develop in this work a set of
overall chip performance, it is obvious that interconnect layogst and accurate interconnect performance estimation models
optimization must be considered properly at each design stagpgMs), with consideration of widely used interconnect layout
However, in the current VLSI design flow, most interconne@ptimization techniques, such as optimal wire sizing (OWS), si-
layout optimization is performed at late stages such as globgl;itaneous driver and wire sizing (SDWS), and BISWS. Once
the design planning and/or synthesis tools generate a floorplan
Manuscript received May 24, 2000; revised October 21, 2000. This work wag placement configuration, IPEM can be used to obtain op-
supported in part by the Semiconductor Research Corporation under Contgggig| (or near-optimal) interconnect delay and area information
98-DJ-605 and by the Intel Corporation. This paper was recommended by A\/‘\ﬁthout ina th hth tual detailed int t optimi
sociate Editor M. Sarrafzadeh. \ going through the actual detailed interconnect optimiza-
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Lo . Fig, 2. Problem formulation for a multiple-pin net with tree topology. There
terconnect optimization. Such a quadratic delay model (bas@8) sinksS, S, ..., S.., where each sink, has loading capacitan¢gs. .

on some nominal wire width) can be several times larger than

the final optimized delay [20], [21] and is no longer accurate

guide synthesis and design planning tools in DSM designs.

estimation models developed in this paper effectively overcomeFor multiple-pin nets, the IPEM problem takes a routing tree

all of the aforementioned difficulties. as input. The routing tree can be given by a user or obtained
1) They are very efficient (constant runtime in practice). USINg existing topology generation algorithms such as A-tree
2) They provide high-level abstractioexplicit relationship [30] or P-tree [311. Fig. 2 shows a multiple-pin net with driver

of interconnect performance with key design parametefg, and & set of sinks;, 5y, ..., S, where each sinls; has

and high accuracy. Thus proper and accurate decision dgAding capacitanc€s, . In our study, we consider the following
be made at high-level design planning for interconnefWo performance-driven optimization objectives: (i) minimizing
design. the delay from source to a give critical sink, (ii) minimizing the

3) They can be easily embedded into any synthesis and fé@ximum delay to all critical sinks (i.e., thee delayas defined
sign planning tool, due to the simplicity of the models. N [2]). Other objectives (such as weighted delay) are possible,

The rest of the paper is organized as follows. Section Il statl%lét are not i the scope of this study.

the problem formulation and the parameters. Section ll| prese%ts Interconnect and Device Modelin

the IPEMs for two-pin nets. Section IV studies the IPEMs for” 9

multiple-pin nets, with one or multiple critical sinks (MCSs). During interconnect optimizations, a long wire may be di-

These estimation models are validated by running detailed intgided into a number of wire segments for wire-sizing and buffer-

connect optimization algorithms from UCLA Tree-Repeater-Irinsertion purpose. To calculate delay, each wire segment is mod-

terconnect-Optimization (TRIO) package [20], [25]. The coreled by ar-type resistance—capacitanded) circuit and each

clusion follows in Section V. Part of the preliminary resultduffer is modeled as a switch-levBIC circuit [20]. The well-

of this work were presented in [26]-[28]. A prototype softknown Elmore delay model [32], [33] is used to guide the delay

ware package based on this work has been developed. Interestgimization and estimation. Note that although Elmore delay

readers can download it from [29]. model is not very accurate in DSM design, especially for delay
calculation of near-source nodes due to the resistive shielding
[34], it is still a proper metric for our delay estimation purpose

" Multiple-Pin Nets

IIl."PROBLEM FORMULATION AND PRELIMINARIES to provide guidance to high-level design planning.
The objective of this study is to model the optimized in- Thefollow_in_g parameters are_used by our estimation models.
terconnect performance (such as optimized interconnect delXyin Minimum wire width in zm.
and wiring area) under various interconnect optimizations ifmin Minimum wire spacing ir.m.
a simple, efficient, yet accurate manner. Both two- and mdl- Sheet resistance /0.
tiple-pin nets are considered. Ca Unit area capacitance in ff?”. _
cf Unit effective-fringing capacitance in fgm, de-

fined to be the sum of fringing and coupling capac-

A. Two-Pin Nets itances, as introduced in [35].

Fig. 1 shows a two-pin interconnect wire of lengtrivenby ¢, Intrinsic gate delay in ps.
a gate(7 and with loading capacitanegy,. The input waveform ¢, Input capacitance of a minimum-sized gate in fF.
to GG is generated by a nominal gat&, which is connected to r, Output resistance of a minimum-sized gate §h k

a voltage supply. The delay to be optimized is the overall del@ye derive these parameters from [22]. Their values are listed in
from the input ofG to the sink, while the delay to be measuredable I. For capacitance extraction, we use a 2.5 D capacitance
and estimated is the stage delay from the input‘db Cr, de- extraction methodology reported in [36], which uses a three-
noted asl’(G, 1, Cr). The input stage delay is included so thagimensional field solver to generate accurate capacitance values
it acts as a constraint not to overly sigeduring the intercon- for interpolation and extrapolation.
nect optimization (e.g., driver sizing). Our goal is to develop
simple closed-form formula and/or procedure to efficiently es-, . , , _—

At high-level design and planning, other sources of errors, such as estimation

tim.ate. T(_Gv L,Cr) With consideration of various interconnecty inerconnect coupling capacitance due to unknown neighborhood structures,
optimization techniques such as OWS, SDWS, and BISWS. could easily outweigh the inaccuracy from the Elmore delay model.
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TABLE | DWS(2020) G-
PARAMETERS BASED ONNTRS'97 Bowv%gjéi i
1.000 CW! ’7’"
Tech. P
(gm) | 025 | 0.18 | 0.15 | 0.13 | 0.10 | 0.07 0800 Y
Woin | 025 | 0.18 | 0.15 | 0.13 | 0.10 | 0.07 4
Smin | 034 | 024 [ 021 } 0.17 | 0.14 | 0.10 g osol 7
r 0.073 | 0.068 | 0.073 | 0.081 | 0.092 | 0.095 i 4
Ca 0.059 | 0.060 | 0.054 | 0.046 | 0.053 | 0.056
¢y 0.082 | 0.064 | 0.054 | 0.043.| 0.045 | 0.040 0400 |
tg 86.6 | 66.4 | 65.5 | 544 | 50.1 [ 29.8
cg 0.282 | 0.234 | 0.220 | 0.135 | 0.072 | 0.066 0200
rg 16.2 17.1 17.3 22.1 234 22.1
0000 5 20.00 4oloo so.oo ao.oo |ot.>oo |2&oo ulooo

length (um)
I1l. | NTERCONNECTPERFORMANCEESTIMATION MODELS FOR

Two-PIN NETS Fig. 3. Comparison of delay optimization using continuous and discrete wire

sizings using different driving and loadings for 0.4& technology.R; =
r4/100, Cp = 100 X cq.
In this section, we focus on interconnect performance (|n

cluding delay and area) estimation models for two-pin nets,
which are the majority of nets in a circuit (e.g., in applica-
tion-specific integrated circuit designs, about 60%—70% of nets

are two-pin nets [37]). The estimation models for two-pin nets 100 r

in this section will also serve as a basis for developing IPEMs

for multiple-pin nets in Section IV. oso |
5

A. IPEM for OWS on Two-Pin Nets ooo |

Itwas first shown in [1] and [30] that when wire resistance be-
comes significant, as in DSM designs, proper wire sizing can ef- 080 |
fectively reduce the interconnect delay. Assuming that each wire
has a set of discrete wire widths, their work presented an optimal
discrete wire-sizing (DWS) algorithm for a single-souR@in-
terconnect tree to minimize the weighted delay to all tlmlnq: 4 Euler's Lambert function.
critical sinks. It was later extended to optimize a routing tree’
with multiple sources [4] and to minimize the maximum delay
using Lagrangian relaxation [38]. An alternative approach facitanceCr . Under given technology, the interconnect param-
perform wire-sizing optimization is through bottom-up dynamiéters ofr, ¢, andcy are fixed and, thus, are not included in the
programming [16] and it can be combined easily with routinguws notation.
tree construction and buffer insertion [17]. Later on, optimal In [3], an exponential wire tapering function was obtained
continuous wire shaping (CWS) for a wire segment was studidd.minimize EImore delay, but with consideration of only area
Closed-form wire-shaping functions were obtained to minimizapacitance (that is;; = 0). The optimal delayl,, under
the Elmore delay, first without fringing capacitance [3], [39]¢s = 0 is then
then with fringing capacitance [5], [40], and later to a bidirec-
tional wire [41].

It is interesting to observe that one does not have to use very
fine granularity of wire-width choice and/or segmentation for
discrete wire sizing to obtain the theoretical optimal delay fromherea; = (1/4)rc,, aa = (1/2)\/reo/RaCrL, andW () is
the CWS. Fig. 3 shows the comparison of their comparis&uler's Lambert function [5] defined to be the valuewfthat
using a typical driver-loading pair. For the discrete case DWSatisfieave” = 2. W (z) function is shown in Fig. 4. Notice that
the first number in the parentheses is the maximum allowalite W () to be valid,z must be larger or equal te1/¢. From
wire width in unit of W,,,;, and the second number is the numbelV (z)e™V (*) = z, we havelV’(z) = W(z)/(z[1 + W (x)]).
of wire choices. For exampl&WS(20, 10) has width choices  However, in DSM designs, the fringing and coupling capac-
from Wi, t0 20 X Wi, With the increment to b2W ;.. The  itances often dominate the area capacitance and they should be
wire is segmented in every 1m. We can see that for all DWS taken into account. In [5], an optimal wire-shaping function with
cases, they achieve almost the same delay as CWS, whicleassideration of fringing capacitance was obtained, but it is in
the theoretical lower bound. So from now on, we only use tleecomplex formula that needs to solve some complicated non-
generic name of OWS. linear equations numerically. Computing the optimal delay will

1) Delay Estimation for OWSFor OWS, the size of driver be an even harder task. We start from (1) and add the key adjust-
GinFig. lisfixed. Letl,ys(Ry,l, Cr) be the delay under OWS ment terms due to the fringing capacitance by extensive analyt-
for an interconnect with driver resistancé?; and loading ca- ical and numerical studies on the wire-shaping function in [5],

1.00 A L 1 . L
-1.00 0.00 1.00 200 3.00 4.00 5.00
X

2041[2
W(CYQZ)

06112
W2(aal)

Tows(Rdv lv CL)|cf=0 = (1)
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then obtain the following simple closed-form delay estimation  Proof: Itis obvious thafl. is subquadratic, since all the

model for OWS: termsi?/W2(1), 12/W (1), | andi*>/? are subquadratic. From
Lemmas 1 and 2, we can easily show ti#t () > 0. So, we
Tows(Ra, 1, CL) have the above theorem. O

aql aql Note that interconnect delay under uniform wire width (i.e.,
= <W2(a21) + 2W(a21) + Racp + v/ Rcﬂ’cacfl) L no OWS) is a quadratic function of wire lengthThe convexity
) of Tows Will be useful to guide optimal buffer insertion and wire
sizing (BIWS) estimation in Section IlI-C.

One can easily verify that whery = 0, (2) degenerates into 2_) Ar.ea Estimation for OWSFor DSM designs, wiring area
(2). In the following, we will show that the general formula Opstlmatm_n shall also be needed SO that adequate routing re-
T, in (2) is a convex function of length A function f(x) is source will be allocated at prerouting stages to make sure that
convex if and only iff” () > 0. From the characteristics &F the planned wire-sizing optimization will be realizable at the

function, we have the following two lemmas. routing stage. To estimate the average wire width for OWS, we
Lemm,a 1:Let f(z) = (#2/W(2)) (z > 0). Then,f(z) is a first compute thesingle best width using uniform wire sizing
convex function. ’ [28]. The Elmore delay using uniform wire widta for the
Proof: Take the differential off (') with respect tar two-pin netin Fig. 1 1s
, 22W — 22W’ T(w) = Ryl(ca -w +cf) -1+ Cy]
f(x):T rl [(ca-wcy)-1
2 1% + - f + CL
w2 = (Racjl+ RaCr + Zrcq - 12)
_z(2W+1) , 2 ,
W(W+1)° + Rycal - w + <§rcfl2 + rzc,,) )
w.
Then
Thus, the best wire width to minimiZB(w) is
11 1 !
= [2W + 1+ 22W") - W(WV + 1
f (37) WV + 1)]2 [( X ) ( ) ) 7’(cfl +20m)
—z(2W +1) - (2W + 1)W'] AT R 4)
_ (2W2 4+ 3W +2) ~0
N (W +1)3 We find that the above simple formula can be used to estimate

_ _ the average wire width from OWS surprisingly well. This is
sinceW(x) > 0 whenz > 0. Therefore,f(x) is a convex because OWS tapering is usually wider th&nnear the source,

function. U yet narrower thanv* near the sink. Overall, the average wire
Lemma 2: Let g(z) = (2°/W?(x)) (z > 0). Then,g(z) is  width of OWS is still close tau*. So the total wiring area using
a convex function. OWS optimization can be estimated by
Proof: Take the differential ofy(x) with respect ta
, 2eW? — 222W W/ Aows(Rq,1,Cr) = A iend 2 (el +2C1) -l (5)
g(x) = T 2Rgc,
2z W (W -z %) The above formula intuitively tells us how an OWS solution
- W shall be under different driver/load and interconnect parameters.
2z For example, we have the following.
CW(W ). 1) A stronger driver (i.e., smallék,) or a larger loading ca-
pacitance(Cy,) will lead to a larger optimal wire width.
Then It confirms the driver/loading sizing and wire sizing rela-
p tionships in [13], [42].
g"(z) = 2WW +1) — 2z W2(2W +1) 2) Alarger effective-fringing capacitance coefficientwill
W W + })] lead to a larger optimal wire width, which confirms the
C2W(W 1) - 275 (2W 4+ 1) effective-fringing property in [35].
W(W + 1))? 3) A larger sheet resistaneewill lead to a larger optimal
oW wire width and a larget,, will result in a smaller optimal
- W+1)3 > 0. wire width.
3) Model Validation for OWS:We have tested our
Thereforeg(z) is a convex function. O closed-form delay and area estimation models under OWS on

Theorem 1: 7, is a subquadratic convex function of thea wide range of parameters. They match those from running
interconnect lengtlh. TRIO package under OWS optimization very well, with more
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1.200

R0 +— SDWS Estimation Model
| Input: Ry, !, CL, ¢, ¢4, r, and driver
a set D of size between [kmin, kmaz]
er 1. Calculate the best driver size ko that
0.200 A 1 minimize T(k) of Eqn. (6)
A - calculate the root k* of dT'(k)/dk =0
u"": b - if ki < B* < kma:cv
n kop: is one of | k*] or [k*]
A which gives smaller T'(k)
ol ] - else
S Eope is one of kmin OF kmag
L 1 which gives smaller T'(k)
2. Compute T} 4,5 from (7) and A4y, from (8).

0.600 [

delay (ns}

0.200 |

0 20‘00 40‘00 50‘00 BDIOO 10&00 IZC‘KJO I‘(‘)OO ‘6;00 18000 ) . . .
length (um) Fig. 6. Delay (Tsaws) and wiring area(A.qws) estimation model under

(a) SDWS optimization.

[ TRIO % ]
2500 Model ——

this does not mean TRIO or other interconnect optimization al-

gorithms are no longer needed. Our estimation model only pro-
vides the estimations of optimal delay and area for high level

synthesis and design planning (e.g., to screen out floorplanning
candidates that cannot meet timing target even considering in-
terconnect optimization), buibtthe OWS solution itself. TRIO

or other interconnect optimization algorithms are still needed to

obtain thefinal optimal interconnect layout.

Average Width (um)

B. IPEM for SDWS on Two-Pin Nets

0000 e This section presents the two-pin interconnect estimation
eranem) model under SDWS, which sizes both wire and driver [13].
(b) To obtain an accurate delay/area estimation, we will make use

Fig. 5. Comparisons of (a) delay and (b) average wire width from 0of the accurate OWS delay/area estimation model in (2) and

estimation model with TRIO for OWS optimization under the O 8- lt%) In Our_pmblem formu'?-tionv th? input Stagé) is fixed
technology, withR, = r,/100, C;, = ¢, x 100. TRIO uses wire-width set and the driverG will be optimally sized to achieve the best

{Wasin: 2Wain, - -, 20Winin } and 10pm-long segments. performance from available driver sét. Denote Ry and Ry

to be the effective resistance 6f, and G and C; to be the
than 90% accuracy in general. The OWS algorithm in TRI€PUt capacitance of. Suppose the size of drivér is kx of
is based on the iteratidecal refinemen{1] operation, which Minimum gate. From the switch-level device model, we have
is essentially a greedy algorithm that optimally sizes orf@¢ = 74/k andCy = kc,. Then, the overall delay from the
wire segment at a time. A speed-up technique cabieddled nPut of Go to Cy, (Fig. 1) to be minimized is
refinemen{4] is also used in TRIO, which only divides a long
wire into some smaller wire segments (for finer wire-sizing ~ 1(k) = (t, + Ro - Ca) +t4 + Tows(Ra,1,Cr)
granularity) when necessary. In practice, the lower and upper = (ty+ Ro - key) +ty + Tows(ry/k,1,CL).  (6)
bounds from the bundled refinement procedure usually meet.
When they do not meet, a bottom-up dynamic programmingote that the input stage delds, + R, - C,;) is included for
algorithm is used to compute the optimal wire-sizing solutiogyverall delay minimization, but not in the current-stage delay
between the lower and upper bounds. Fig. 5 shows their delsytimation. Substituting the delay formulaf, from (2) and
and wiring area (equivalently, average wire width) comparisoggiculating the optimal driver sizZe,,; from available driver set
to running OWS engine in the TRIO package for wire lengtfto be explained soon), we can obtain the following delay and
range from 10Qum to 2 cm. We can see that both delay angiring area estimation models under optimal SDWS:
average wire-width estimations are very accurate.

In terms of runtime, since we have theT closed-form formula Toaws(D,1,CL) = ty + Tos (74 kiopt 1, CL) @)

for both delay and area estimations, the time complexity for our
model is constant. In fact, our estimation model is so fast that we Auawe(D,1,Cp) = \/7’(Cfl + 2CL ) kopt

-1 8
have to call the estimation procedure many times using a loop ®

to collect a measurable central processing unti (CPU) time. The

CPU time to run the estimation model 10 000 times (or equiv- The SDWS estimation modeling procedure is outlined in
alently, to estimate 10000 nets) is just 0.8 s on a SUN Ultr&ig. 6. To computek,,,, we first setdT’(k)/dk = 0 and
SPARC 1. However, using the efficient local refinement basedmpute its rook*. It can be solved efficiently by the bisection
OWS algorithm in TRIO foilonenet will take about 1 s. There- method [43]. Letey be the initial range that* lies in ande
fore, our estimation model is an order tf* faster. Note that be the error tolerance fd¥*. The bisection method basically

2r4cq
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o — Procedure to Compute [_.;;(5, Ry, CL)
000 | /yﬁ/'— Input: R4, Cr, and buffer b with
om0 L _,,’4;/ | characteristics of Ry, Cp and T,
e /* Use bisection (binary search) method */

0.600 |- 1. initialize lopie’s Tange [lmin, Imaz ],

where f(lmin) > 0 and f(lnez) < 0
2. while l00 — lnin > €
l'mid — (lmin + lmaz)/z
if f(lmia) > 0, Imin + bmia
else l,00 ¢ Lnig
3. return lyniq

delay (ns)

0.400 |-

0.300 -

0.200 | s

0160 /

0.000

. A . . A . . . . Fig. 8. Procedure to compute critical length for buffer insertion.
o 2000 4000 8000 8000 o 17:?0 ) 12000 14000 16000 18000 20000
ngth (urm

*(Rq,1, Cr), which by itself is a function of driver resistance,
Fig.7. Comparison of our delay estimation model with TRIO for SDWS undcTcl¥ ( 4> L) . y . . g .
0.18m technology, withG, andC';, of 10x min gate. Maximum driver for 1€nNgth, and |0_ad|ng cap_acnance. T_hen, itis _beneﬂC'al to Insert
TRIO is set to be00 x min gate. such a buffer if and only if the resulting delay is smaller than the
OWS delay, i.e.,

cuts the root search range by half at each iteration. So the

number of iterations will béog, (e /e). In practice cg < 1000 Tipur(@"(Ra, 1, CL), Ry, 1,CL) < Tows(Ra, 1, C).  (10)

(determined by the maximum driver size) ang 1 (minimum

driver size), so ten or fewer iterations are usually sufficient fofve define theeritical lengthfor inserting buffeib to be the min-

the root finding. Thereforek* can be computed in constanimum/ that satisfies (10) and denote itRg:(b, R4, CL).

time. Then, we projeck* to the set of available drivers to Clearly, when the wire lengthis small, OWS will achieve

obtainkopt. the best delay; whereas when the interconnect is long enough,
Fig. 7 compares the delay from our estimation model and tHe buffer insertion becomes beneficial. Thus, the root for

optimal delay from running TRIO package under SDWS using

the 0.18xm technology. The SDWS algorithmin TRIO isbased f(I) = T3 pus(a™ (Ra, 1, Cr), Ry, 1, CL) — Tows (R4, 1, CrL)

onthatin[13]. Our delay estimation model again matches TRIO (11)

very well, with over 90% accuracy on average.

i denoted ag* gives the critical length for buffer insertion, i.e.,
C. IPEM for BISWS on Two-Pin Nets leric (b, Rg, C1). Similar to SDWS, we use a very fast binary
BISWS is a widely used interconnect optimization techniqusearch to obtain the root fgf(7). It is outlined in Fig. 8. Note

for both delay and crosstalk reduction [8], [10]-[12]. Dynamithat we need a two-level binary search fomnda*. Let ey, ¢
programming based algorithms are usually used for BISW# the initial range and the error tolerancelfoande,y, ¢, be
[10], [16]. However, they do not provide simple estimation othe initial range and the error tolerance £gr. Then, the root for
the optimized BISWS behaviérin this section, we will derive f(I) can be computed itvg,(c;0/¢;) iterations. For each we
effective estimation models for BISWS. We first introducaéieed another binary search faf, which takedog,(cq0/¢e)
the concept otritical length for buffer insertion under OWS steps. In practices;g = 2 cm, ¢ = 10 um, ¢, = 1, and
and give an analytical equation that characterizes it. Then, we = 0.01 are usually sufficient for our estimation purpose,
derive IPEMs for BIWS (no buffer sizing) and for BISWS.  which leads to at modbg, 2000 x log, 100 = 77 steps for
1) Critical Length for Buffer Insertion Under OWSNe first  computinglc,;. (b, R4, Cr).
compute the longest length that a wire can run without the ben-n a recent work by [45], critical length concept was also in-
efit from buffer insertion. Letl} 4 (e, Ry, !, Cr) denote the troduced, but for ainiform-widthwire. An interesting obser-
delay by inserting a buffer at the position®f from the source vation from [45] is that.,;; is independent of buffer size for a

(0 < @ <1).Then uniform-width wire. However, this is not the case for du;,
where OWS is performed. As a comparison, Table Il shows the
Trpur(c, Ra, 1, Cr) = Towe(Ra, ol, Cy) + ¢ critical length comparison from the formula in [45] under min-
u s ity Uy - ows by Sty g

imum wire width and from our formula with OWS, using some
typical buffer sizes fron0x to 500x min gate. The driver and
receiver are set to be the same size as the buffer.

is the delay after inserting the buffer. Note that OWS is applied From Table Il it is interesting to observe the following.

+ Tows(Ry, (1 —a),Cr)  (9)

into the two wire segments separated by the bufferith in- 1) In contrast to [45], out..;; with OWS is no longer inde-
trinsic delay oft,, input capacitance of’;, and output resis- pendent of buffer sizes. It tends to increase as buffer size
tance ofR;. gets larger. For example, in the 0.2 technology/:i

We can find thex that minimizesly yur (o, Ra, I, Cr) by get- for 200x buffer is 8.65 mm, more than double of that for
ting the root ofd7 e /de = 0 under0 < « < 1 denoted as 10x buffer (which is only 4.12 mm). Moreover, oli;;;

2When buffer insertion (with only one buffer size) is used alone for a uniform- with _OWS _iS usually larger than that from [45] without
width wire, closed-form formulae for delay were derived in [11], [44]. consideration of OWS.
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TABLE I G I L L 1
CRITICAL LENGTH l.,5¢ (IN mm) FOR BUFFERINSERTION ' l: '[ ' ' [ ' [
Tech. (pm) [0.25 [ 0.18 ] 0.15]0.13 | 0.10 | 0.07 - C,

[45] 252223214194 1.50] 143

10x 412 [ 3.80 | 3.97 | 3611292 2.08 Fig. 9. Simultaneous BIWS optimization.

50 6.40 | 5.81 | 6.01 [ 5.51 | 4.45 | 3.30

;ggi ;"ég g'gg ;’(1]: g'ig g‘gg 22; are of the same size, we only need to minimize the sum of two
500 008 | 910 | 930 | 857 | 7.13 | 5.21 OWS delays before and after the inserted buffer. According to

Theorem 17, is a convex function of. Then, from the def-
inition of the convex function (i.eAf(x) + (1 — A\ f(y) >

TABLE Il
LoaIic VOLUME (UNIT: 10%) COMPARISON fQz+ (1= Ny), A € [0,1]), we have
1 1

Tech. (um) | 0.25 ] 0.18 | 0.15 | 0.13 | 0.10 | 0.07 S Towe( By, al, C) + = Tows( R, (1 — a)l, Gy)

10x 055 (089 (1311149 | 1.66( 1.69 2 1 2 1

50 x 131 (2097301 (348 | 3.87|4.25 > L Lo

100x 179 | 2.88 | 4.13 | 4.68 | 5.48 | 5.97 Z Tows <Rb’ go‘l + 2(1 O‘)Z’Ob>

200 % 2.40 | 3.88 | 5.52 | 6.33 | 7.87 | 7.88 I

500 3.19 | 512 | 7.21 | 8.42 | 9.93 | 10.6 = Toe <Rb, - q) _ (12)
Anana (wm?) | 7.80 | 4.04 | 3.00 | 2.18 | 1.28 | 0.64 2

So the best location for the buffemill be cope = 1/2, €., the
2) Ingeneral.;; decreases as technology further advancegsuffers will be equally spaced. O
It implies more and more buffers are needed for future Remark: In [8] and [45], buffer insertion was performed at
generation DSM circuit designs. equal spacing for an interconnect with uniform wire width. It
3) Althoughi..;; decreases as feature size scales down, thias stated that the number of buffers and also the delay are
does not mean less logic cells can be reached.py To linear functions of the interconnect length. The justification of
illustate it, we define théogic volumeto be the number of such a conclusion was recently presented in [11]. However, none
two-input minimumNAND gates that can be packed in theyf [8], [11], or [45] performed OWS while doing buffer inser-
region spanned b1 /2)lc.i; X (1/2)lcris, i.€.,(1/4)I%;. tion. From our proof above, it is clear that as long as the wire
In Table I1I, we show the logic volume under differentsegment delay is a convex function lpfwhich is the case for
technology generations and driver/buffer sizes. The arpath uniform width wire and optimally sized wire, we should
estimation of a two-input minimurmAND gate(An.na)  insert buffers at equal spacing. O
is listed at the last row, which assumes that the spacingBased on Lemma 3, we only need to determine the following
between adjacent gatesis feature size, and the islandvalues for the optimal BIWS solution (with two or more buffers
spacing betweenV-well and P-well is 20x feature size. inserted, see Fig. 9): 1), the optimal distance from the source
It can be seen that the logic volume indeed increasestaghe first buffer; 2)l,, the optimal distance between adjacent
the device feature gets smaller, although the critical lengbuffers; and 3)5, the optimal distance from the last buffer to
l+ir becomes smaller. For an example of driver/buffehe sink. Note that OWS is performed for each wire segment. In
of 100x minimum size, as technology advances frorthe following, we will show how to estimate, I, andls.
0.25um to to 0.07xm, more gates (i.e., functionality) Letl,; = l.;(b, R4, Cy), i.e., the critical length for the first
can be packed within the critical length (from 1.79 milbuffer with driver resistancé?; and loading capacitancg,
lion to almost 6 million). and similarlyl.o = l.:(b, Ry, Cp) for internal buffers and
les = lens(b, Ry, C) for the last buffer. Then, we can obtain
2) BIWS: In this section, we derive the delay estimatiothe following properties fof;, l», andls.
model under optimal BIWS. We assume that all the buffers Lemma 4: For an optimal BIWS solution with two or more
are of the same given size (buffer sizing is considered buffersinsertedl; + I, > I.; andls + I3 > I.3.
Section IlI-C3). Denotel, = I.i(b, Ry, Cr). From the Proof: By the contradiction method. If + 1> <., i.e.,
definition of the critical length, it is obvious thatif< I., no the second buffer is located within the rarigefrom the source,
buffer is needed and OWS alone achieves the best delay. fan the first buffer shall not be inserted at the beginning, which

[ > l., one or more buffers shall be inserted. In the case l&ads to contradiction. Similar proof féf + I3 > I..3. O
only one buffer is inserted, we can compute the best insertionTheorem 2:For an optimal BIWS solution with two
position o*(Ry,1,Cr) and then the optimal delay will beor more buffers inserted, letvy = «*(Rqy,l:1,Ch)
T pur(a®, Ry, 1, Cr) from (9). In the following, we will focus and «3 =  «o*(R,l3,Cr) (see Section II-C1 for
on the buffer insertion case with two or more buffers. the definition of «* function). Then, we have: 1)

Lemma 3: For an optimal BIWS solution, the distance beMAX(a1l.1,l0 — l2) < i < lq; 2) Iz < le9; and 3)
tween adjacent buffers is equal. MAX((1 — az)les, les — l2) < I3 < les.

Proof: We only need to prove that for any internal buffer ~ Proof: First, according to the definition of the critical
b (i.e., neither the first or the last), it should be inserted in tHength for buffer insertion, we have < I.; (¢ = 1,2,3). From
middle position of its two neighboring buffers. Since all bufferkemma 4, the second buffer must be located at Ieéasrom
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BIWS Estimation Model
Input: Ry, !, Ci, ca, ¢y, 7, and buffer b
1. Compute I, = lopit(b, Ra, CL), le1 = lerit(b, Ra, Ct),
lcz = lcrit(b, Rb, Cb), and lca = lcrit(by Rb, CL); { /* Figure III-C.1 */
2. if (I < l.) { /* No buffer needed */
Toiws = Tows(Ra,1,CL); { /* Eqn. (2) */
3. }else if (I < lc1 +lc3) { /* One buffer needed */
compute ap = a*{Ry4,l,CL);
Tyiws = Titus(o, Rg, !, CL) as in Eqn. (9);
Apis = Ao‘ws(Rdy aol, Cb) + Aaws(Rb, (1 - aO)l; CL);
4. } else { /* Two or more buffers needed */
compute a3 = a*(Ry, !, Ch) and az = a*(Ry, L3, CL);
limin = MAX (arler, b1 — Le2), lamin = MAX((1 — as)les, les — le2);
search the best locations of Iy € (Iimin, le1] and I3 € (lamin, lea);
compute ny = [%‘;:—llj, Iz = l—_—ly’;:—"; .
Tbiws = aws(Rdx lly Cb) + (n2 + z)tg + (n2 + l)Tows(Rb: l21 Cb) + Tows(Rby l31 CL);
Abiws = Aows(Rdy I, Cb) + nonws(Rby Iy, Cb) + Aows(Rby l3: CL);
b

Fig. 10. Delay(Tiiws) and wiring ared A.,;ws ) estimation model for optimal BIWS.

1.200

T TRIO ——
Model -----~

the driver. Since for an optimal BIWS solution, any buffer is in
their local optimal position, then the first buffer must be at least
atl.; from the driver, i.e.l.; < [1. Again from Lemma 4,
we also havé; > I.; —Ils > l. — l.o. Thus, we prove that oso0 |
MAX(anle,la — l2) <1y <l,;. Similarly, we can prove the
inequality forls. O
Theorem 2 gives the lower and upper bounds for the optimal
buffer insertion lengthé , I, andls. The procedure to estimate oaer i
the optimal BIWS delayZi,iws) and ared Ayiws ) is outlined in
Fig. 10. At step 1, it computes the critical lengths for insertion
of bufferb under four different driver resistance and loading ca- 0000 e
pacitance combinations, i.€Ry, C1.), (Ra, Cy), (R, C,), and ooy
(Ry,Cp), denoted to bé., .1, l.o, andl.s, respectively. Min- , o ,
imal necessary buffers are inserted for performance optimi Tﬁéld.1;,:1,0nTrtJ:crEr?glg;;g;m;i\zn%dgfl?grgrgnﬁgy V:W'TEILF:L? ggt‘iersszvs
tion. So, when < I. = l.,it(b, R4, Cr), no buffer is inserted Buffer size is100x min.
and it degenerates to the OWS optimization. One buffer is in-
serted wherd. < I < l.1 + le3. In the situation when two or from TRIO. It also verifies the asymptotic linear relationship in
more buffers are needed, we first compute the rangels fimd  (13).
I3 based on Theorem 2, then search for the best combination fog) BISWS: The BISWS optimization also allows buffer
them. Since the optimal BIWS delay is not sensitive to fairlgizing to further reduce delay for global interconnects. We
large region near its optimal position [46], an optingal,l3) observe from extensive TRIO experiments that a similar linear
pair can be obtained by a simple linear search with a coarse graflationship between delay and length still holds for BISWS.
ularity (e.g., five by five). Moreover, we observe that the internal buffers have about
For awire lengtHi significantly larger than all critical lengths, the same size and the adjacent buffers have about the same
i.e., 1 > l,le,l.3, we will have asymptotically; ~ I.1, distance, mainly due to the internal symmetric structure. Thus,

Iy m Ly, Iy &= lep, andny = (I — Iy —I3)/lca o< 1. Thus, the delay under BISWS can be estimated from the best BIWS
we have the following linear delay model versus length afteplution

optimal BIWS:

1.000

0.600 |-

delay (ns)

Tbisws = Inin{Tbiws(b)} (14)
Tbiws ~T-l + /3 (13) ver
whereB is the available buffer library anh,;..(b) is the best
wherer and g are some technology dependent constants [séelay from BIWS using buffeb. In [47], the closed-form op-
[26], eq. (9)]3 timal BISWS solutionwithout fringing capacitanceavas de-
Since the critical length for buffer insertion can be computedred. The work in [47], as a special case of our BISWS, con-
in constant time, our estimation model under BIWS again takésns our observation of asymptotic linear model using BISWS.
only constant time. Fig. 11 shows the comparison of our modehe time complexity of the model i8(|B|). Since|B| is usu-
with TRIO. Again, our delay estimation closely matches thatlly no more than 20, the BISWS model can also be considered
3 _ o _ to run in constant time for practical purpose. The results from
Note that in [26], the driver is assumed to be of the same size as the buffer. . . . . .
However, such assumption is taken out in this paper and, thus, the modg&i estimation model and from running BISWS algorithm in
Fig. 10 is more general and accurate than that in [26]. TRIO package are shown in Fig. 12. The estimation model again
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deay (ns)

i
i
H
L s " 2 N 2 2 2 . i
o 2000 4000 8000 8000 10000 12000 14000 16000 18000 20000 21-

o e0e = o .“S
ngth (um) i i H

® AM ‘

L 1 1 .

Fig. 12. Comparison of BISWS estimation model with TRIO using Q:18- R, - C - C,o -I Cei I G,
technologyG, andC';, are from10x min. To run TRIO, 20 buffer choices are - - - -
used with sizes from min té00x min.
achieves about 90% accuracy. In terms of runtime, our model R, ! g
is again extremely fast. The CPU time to run the model for (©) O/V\ﬂ_ i *
10000 nets is just 8 s. However, using the bottom-up dynamic =G, -C,

programming approach based BISWS in TRIOdoenet will
take about 14 s using ten different wire and buffer choices wiHny. 13.  (a) Transformation for a general routing tree to (b) an SLML problem

wire segmentations in every 5@0n. So, our estimation model for an SCSS;. and then (c) to an SLDL problent, + 1, +--- + 1 = lis
. . 4 . the wire length from driver to the critical sink,. C; andC,, are weighted
is again an order of(0* times faster.

summation ofC'y, . . ., C given by Theorem 3.

IV. IPEM FORMULTIPLE-PIN NETS topology into an equivalent single-line-multiple-load (SLML)

So far, we have focused on the IPEM for two-pin nets, whidffoblem, as shown in Fig. 13, from (a) to (b). In the figuRg,
on one hand, are the majority nets in a design and on the otffeihe effective resistance of the driver ands), is the SCS. At
hand, will serve as a basis for developing IPEM for muItipI@aCh branch on the critical path; is the total effective down-
pin nets. The interconnect estimation problem for multiple-pi#{ream capacitance (excluding that from the critical path).
nets with tree topology is formulated in Section II-B. We aim [N [48], it was shown that a simple wire sizing scheme that
to estimate the following two performance-driven design otiSes the best single width (denoted as 1WS ) can approximate
jectives by interconnect optimization: 1) minimizing delay téh€ delay and area of OWS with many wire-width selections
a single critical sink (SCS); and 2) minimizing maximum de|apeasonably well. So, we will first start with a single-width
to MCSs. sizing. Under single-width sizing, we can reduce the mul-

For multiple-pin net estimation, the problem is much moréPle-pin problem into a much simpler two-pin problem as
difficult than that for two-pin nets because: 1) there are rrhown in Fig. 13(c). The transformation is formally described
closed-form wire-shaping functions like those for two-pin ney the following theorem.
[3], [5], [39], [41]; and 2) all current interconnect optimization Theorem 3:In terms of the Elmore delay from the source
algorithms (e.g., TRIO) rely on iterative methods such 48 the single-critical sinkSj, the multiple-pin problem in
local/bound refinement and dynamic programming, whichig- 13(b) is equivalent to the two-pin problem in Fig. 13(c) for
provides no intuition for simple closed-form like estimation@ny wire widthw, where in Fig. 13(c)

To overcome these difficulties, the key idea of our approach is k Ej L
to transform the multiple-pin net estimation problem into one Cr = Z il o (15)
or several two-pin net estimation problems and then employ j=1 !
the results from Section Il. k

Co=) C;—Cr. (16)
A. IPEM for SCS j=1

In this section, we study interconnect delay and area estima- Proof: The Elmore delay of Fig. 13(b) can be written as
tion under SCS formulation with consideration of two intercon-

. . . k k k—1
nect optimization techniques: OWS and BISWS. _ ' rl;
1) OWS for SCSFor delay minimization to an SCS;,, ~ © — Zl(caw +ep)ly+ ZICJ + 221 w
Jj= Jj= Jj=

OWS will only size wire segments along the critical path (i.e.,
the path from to S;.) and use the minimum width for all other 1 k k
wire segments not on the critical path so that the wire load from §(Caw +cp)ly + Z (caw +cp)li + Z &
noncritical sinks is minimum. Since the wire load at each branch i=j+1 i=J
from the critical path can be precomputed before performing i |1

OWS, we can transform the original OWS problem with tree + {_(C“w tep)ht C’“}

X

2
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k c Input: Interconnect network with tree structure,
=Ry | cowl + cfl + Z Cj +7r (ca + —f) and certain critical sink S
=1 w 1. Compute Cy, Ca, ..., Ck at each branch,
using minimum wire width;
k k—1 i=k k k ) )
1 r 2. Compute Cr, and Cp using (15) and (16);
5 Z 132' + Lily| +— l; Z C; 3. Estimate critical path delay using (20);
2 =1 j=1li=j+1 w j=1 i=j 4. Estimate critical path area using (21).
— Ry | cowl + Cfl I zk: Cj> Fig. 14. Delay and area estimation for SCS with OWS.
I=t ) R4Cy into consideration, we have the following delay estima-
1 ¢ k tion model for the critical path of a multiple-pin net using OWS
+ 5" (ca + E> ]Z_:llj optimization:
k J Tows = RdCO
r aql a1l
+— Cj li + < L +2 L +Rycs++/ Ryregc l) -1.
w ; < ; W2(aol) ' “W(aal) ! ot
1 c (20)
= Ry(cqwl + cfl + Co + Cp) + =7 (ca + —f) 2
1C 2 w The wiring area estimation for theritical pathé can be ob-
+ 7—L, (17) tained using the same formula as for a two-pin net, i.e.,
w
Therefore, it is equivalent to the EImore delay in Fig. 13(c). Aows = el +2Cr) L (21)
Intuitively, Theorem 3 transforms the original multiple-pin 2Racq

problem in Fig. 13(b) to a two-pin problem by redistributing Fig. 14 summarizes the delay and area estimation procedure
each internal loading capacitan€ginto two parts. One part of for an SCS using OWS. To demonstrate its effectiveness, we
C; goes toCy, at the sink based on the ratio 6f's upstream zpp)y it to some randomly generated nets with one, two, four,
wire resistance to total resistance on the critical path. The otlgﬁereight branches using typical parameter rangesoMm 1 to
part of C; goes toC, at the source to preserve the constant terfp mm, R, from 50 to 100022, C; from 10 to 100 fF). Fig. 15
RqC;. Note that Theorem 3 holds for any wire width From  ghows the scatter diagrams of the delay and the average width
(17), we can compute the best single-width that minimizes  comparisons by our model and by running the OWS algorithm in
the Elmore delay for (17) TRIO package. We can see that both the delay and the area (i.e.,
average wire width) estimations from our model match those
from TRIO very well (i.e., close to thg = z line). The average
and maximum errors are 9.3% and 15.4% for delay estimation,
and 4.5% and 19.9% for area estimation, respectively.
The optimal EImore delay for Fig. 13(b) or (c) using is the ~ 2) BISWS for SCSOptimizing SCS delay using BISWS can
same, i.e., be formulated as a special case of the SLML problem by in-
serting minimum buffer at every branch on the critical path
Ty ws = RyCo + Ra(csl + C1) + }TcalQ (from source to the c_ritical sinI§) to shield all the <.jow.nstream
interconnect and device capacitances, as shown in Fig. 16. For
\/ 1 DSM designs, the input capacitance of a minimum-sized buffer
+ 24/ rRyc, <§Cfl + C’L> {

" 7’(Cfl + 2OL)
= = 18
W 2R ¢, (18)

19 s very small, just about the wire capacitance of 1 pm2 (see
Table I). So it can just be ignored during delay estimation. Then,

As mentioned earlier, we have observed in [48] that the delQy" delay estimation model for two-pin nets as in (14) directly
using the single best width, ... is a reasonable estimation foraPplies to the optimized BISWS delay estimation to the critical

T, for the two-pin case [see Fig. 13(c)], sinfe,. is usually sink. Note that although simple, this estimation model is useful
between 0.8 to 0.95 timek, ... This is also the case for the!® €stimate the best possible delayaoy sink using BISWS,
multiple-pin case of Fig. 13(b). Then, we can then Tisg. for and to evaluate and screen out floorplanning and placement can-

Fig. 13(c) to estimate the optimal OWS delay for Fig. 13(tgidates. Due to its simplicity, we do not include experimental
with, at most,(0.95 — 0.8)/0.8 = 18% error* Note that in results here, since they are essentially the same as those for

practice, the estimation error is usually much smaller than thKo-pIn nets.
maximum error because OWS for both two- and multiple-pig_ IPEM for MCSs
cases will reduce the delay in a similar manner. ) ) ) o
Tows for Fig. 13(c) is available from the delay estimation !N this section, we study interconnect delay estimation for

imum delay of all critical sinks (i.e., thizee delayfollowing
4This estimation is especially robust when wire length is shorter thacrithe
ical lengthfor buffer insertion, where uniform wire sizing has comparable delay 5For those wires on the noncritical path, the minimum wire width is used to
to that by OWS [28]. minimize the wire load to the critical path.
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1.800 T T
1.600 + 1 GO Gi S
O L
1400 * [ J_Cg J_Cg csee J.Cg c
o I j_: I sk
1.200 P %‘ * -—
3 1.000 ."ﬁ Input
2 o
§ oo Ky 32 Fig. 16. To estimate the best delay from the source to the Sinkve insert
0600 L ‘;+ the mininum buffer at every branch on the critical path from source to$ink
s to shield the downstream capacitance at each branch.
0.400 - o
oz ’ ) Input: Interconnect network with tree structure,
0.000 . . y . . . . . and a set of critical sinks
0.000 0.200 0.400 0.600 0.800 1.000 1.200 1.400 1.800 1.800 — -
Defay by TRIO 1. Initialize Tjpouna — +00;
(a) 2. For each leaf critical sink Sj
- make S the only critical sink;
2500 [ B - T + (20) .
- if (Tivouna > T) { Tibound < T }
2000 | 3. Return Tipound-
3 e Fig. 17. Delay estimation for the optimal tree delay using OWS.
T 1.500 [
g .
;, ¢ 08% TRIO ——
§ 10001 Y o -
< Py 3o 0.700 |
0.500 0.600
= 0.500
u.oongo o.;oe u;oo |..':oo 2,1;00 2.5:00 _E 0.400
Average width by TRIO E
(b) 0.300 |
0.200
Fig. 15. Scatter diagrams of (a) delay and (b) average width comparison of our
model with TRIO using 0.18:m technology. TRIO uses 20 discrete wire-width o100 &
choices with maximum width 020 x Wnin and wire segmentation of every ) ) ) ) .
10 ppm. 000 g 2000 4000 6000 8000 10000 12000

Length to max delay sink (um)

S TE SR i ig. 18. Comparison of our model with TRIO for optimal tree delay using
the definition in [2]). To minimize the tree delay, [2] formulate WS under the 0.1g:m technologyR, = 180 9. C., = 10 fF. Length from

it into a convex optimization problem and developed a sensgkburce to the maximum delay sink ranges from 1-20 mm. TRIO uses ten discrete
tivity-based algorithm to solve it. The tree delay minimizatiowire-width choices with maximum width &0 x W, and wire segmentation

can also be solved using the weighted delay formulation throutjgvery 500«m.
Lagrangian relaxation [38] or it can be solved directly through
bottom-up dynamic programming [16], [17]. In this paper, we Now, suppose we have already performed OWS to a net min-
use the dynamic programming approach [17] implementedimizing the tree delay, then the pin-to-pin delay from source to
TRIO package for the comparison with our estimation modelany sinkS; must be larger than that by makirty. to be the
1) OWS for MCS:Given a routing tree connecting MCSssinglecritical sink, and all other sinks to be noncritical (i.e., the
we have the following definitions. SCS formulation). Since the tree delay is defined to be the max-
Definition 1: An internal critical sink is a critical sink that imum delay of all source-to-sink delays, we have the following
is on the path from the source to another critical sink. theorem.
Definition 2: A leaf critical sink is a sink that is not on a  Theorem 4: The optimal delay to any critical sink under the
path from the source to all other critical sinks. SCS formulation is a lower bound for the optimal tree delay.
The estimation for the optimal tree delay (i.e., the minimized From Theorem 4, we can obtain a tight lower bound by taking
maximum delay of all critical sinks) with MCS is much morghe maximum delay for all leaf critical sinks under the SCS for-
difficult than the delay estimation with SCS because when weulation and use it to estimate the optimal tree delay, as shown
optimize the delay for one critical sink, it may affect all othein Fig. 17.
critical sinks as well. That is why all optimization algorithms in  Our experiments show that this lower bound delay estimation
[2], [16], [17], and [38] used iterative-based approaches. Hovgindeed fairly tight and we can just u$g,,unq t0 estimate the
ever, we notice that there are some simple, but very useful chaptimal tree delay. The explanation is as follows. Since our ob-
acteristics for the optimal tree delay. First, under the Elmojective is to minimize the maximum delay, i.eq., the delay to the
delay model, it can be easily shown that most critical sink, we shall keep the wire load from less critical
Lemma 5: The critical sink that has the maximum delay fronsinks as small as possible (but may not be too small; otherwise,
the source must be a leaf critical sink. they may become the most critical sink). To the most critical
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TABLE IV
SUMMARY OF THE INTERCONNECTPERFORMANCE ESTIMATION MODELS UNDERDIFFERENT SCENARIOS

Two-Pin Nets Multiple-Pin Nets

Single Critical Sink Multiple Critical Sinks
OWS (2) and (5) (20) and (21) Figure IV-B.1
SDWS | Figure III-B | Combine Figure III-B and Eqn. (20) | Combine Figures III-B and IV-B.1
BIWS | Figure III-C.2 — —
BISWS (14) Similar to 2-Pin case Max of all 2-Pin cases

0.800

BISWS for both local wires (without buffer insertion) and globall
wires (with buffer insertion/sizing). Both two- and multiple-pin
scenarios are studied. The models are summarized in Table IV
for ease of reference. For multiple-pin nets, we only presented
the models for OWS and BISWS in detail. For SDWS, one can
easily use the OWS models and combine them with the optimal
driver sizing in Fig. 6 to solve it.

Our estimation models are shown to be very accurate and ex-
tremely efficient (constant time in practice) compared with run-
ning complex interconnect optimization algorithms (e.g., those
from TRIO package) directly. In addition, they can be easily em-
bedded and coded into any synthesis engine and design planning
tool. The IPEMs obtained in this paper have been integrated into
Fig. 19. Comparison of our model with TRIO for optimal tree delay using SOftware package IPEM [29]. We expect that these delay esti-

BISWS under the 0.1@m technology.R.o = r,/10, C, = 10¢,. TRIO mation models can be used in a wide spectrum of applications,
uses ten discrete wire-width choices with maximum width b&iog< W,in, listed. but not limited. as follows

ten buffer choices with maximum buffer size beir§0x min, and wire

segmentation in every 5Qom. 1) Timing-driven placement and floorplanninduring the
placement or floorplanning, our models can be used to

accurately predict the behavior of tleptimizedglobal

interconnects.

Placement-driven synthesis and mappiagcompanion

placement may be kept during synthesis and technology
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sink, the main difference between our model and the real op-
timal solution is that the former uses the minimum wire width
to compute the wire load while the latter usessmall as pos-
siblewidths to compute the wire load for noncritical paths. For

2)

DSM designs, the area capacitance is usually dominated by ef-
fective-fringing capacitance [20]. Therefore, the two wire loads
and then the resultingptimizeddelays to thanost criticalsink
do not differ significantly. Fig. 18 shows the delay comparison
of our model and TRIO for some random four-pin nets using 3)
typical parameters from the 0.18n technology. Again, our
delay estimations match those from TRIO well. Note that for
some lengths (e.g>10000 xm), our model has slightly larger
delay than that from TRIO. This is because our delay estima-
tion model in (2) tends to have slightly more conservative delay
estimation (see Figs. 5 and 15). 4
2) BISWS for MCS:Similar to OWS, we find that the op-
timal tree delay under BISWS can be estimated by a tight lower
bound delay from the leaf critical sink that has the maximum

mapping [49]. For every logic synthesis operation, the
companion placement will be updated. Once the cell posi-
tions are known, our models can be used to accurately pre-
dict interconnect performance for the synthesis engine.
Interconnect process parameter optimizationtercon-
nect parameters (such as metal aspect ratio, wire width,
and wire spacing) may be tuned to optimize the delays
predicted by our models for global, average, and local in-
terconnects under certain wire-length distributions, using
different interconnect optimization techniques.

) Interconnect planningour models can also be used to

evaluate different optimization alternatives and to plan
routing and silicon resources beforehand for interconnect
layout optimizations.

delay under the SCS formulation. That is to say we just needOur IPEMs have been successfully used in interconnect
to evaluate a small number (i.e., the number of leaf criticarchitecture planning [28], buffer block planning for in-
sinks) of SCS configurations and then use the result from Séerconnect-driven floorplanning [46], and MARCO GSRC
tion IV-A2 to estimate the optimal tree delay. Fig. 19 showtechnology extrapolation system (GTX) [50]. We plan to apply
the comparison of our model and the BISWS algorithm TRIGhem throughout an interconnect-centric design flow [51] to
Again, our simple model gives accurate estimation for the opehieve better design convergence in the future.
timal tree delay.
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