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Abstract—Lithography simulators have been playing an indispensable role in process optimization and design for manufacturability (DFM). The ever smaller feature sizes demand higher numerical accuracy and faster runtime on these lithography simulators. Aerial image simulation is the first key step in lithography simulation, and the method using transmission cross coefficient (TCC), which is a two-dimensional integral, is the most commonly used technique for full-chip aerial image simulation. In this paper, we present a very accurate, yet efficient and extensible aerial image simulator, ELIAS. We find that the majority of the numerical error during the TCC computation is due to the discontinuous boundaries of the support of the TCC integrand. We reduce the error dramatically by using a recursive integration algorithm. Because TCC is usually computed on uniform grids, we further speed up the algorithm without increasing the errors. Given the same accuracy, our new algorithm can speed up the runtime by 100×−1000×. Our algorithm also provides smooth tradeoff between accuracy and runtime. It can be used to benchmark other lithography aerial simulators. In addition, ELIAS provides an open-source, flexible software framework to incorporate different lithography settings.
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I. INTRODUCTION

In modern semiconductor industry, simulations of manufacturing processes are required to ensure circuit manufacturability. Fast and accurate lithography simulation is a key enabling technology [1] in the design-to-manufacturing flow, e.g., optical proximity correction (OPC) [2], post-OPC silicon image verification, design rule definition and litho-aware physical design. These computational lithography applications [3], [4] have recently received many interests [5]–[8].

A typical full-chip lithography simulation flow is shown in Fig. 1. The transmission cross coefficient (TCC) matrix includes all of the optics information. It can be decomposed into a set of kernels using Optimal Coherent Approximations [9], [10]. The images can be simulated by convolving masks with the kernels.

As feature sizes reduce, smaller simulation errors are required. For example, a critical dimension (CD) error of 5 nm might be tolerable in the 130 nm technology node, but it is definitely unacceptable in the 22-nm technology node [12]. Therefore, it is important to improve the accuracy of a simulator to keep up with the shrinking of feature sizes. In this paper, we present a very accurate and efficient algorithm for aerial image simulation.

We prove that the jump discontinuity of the integrand of TCC on the boundary of the integrand support is the major source of TCC errors. We improve the computation accuracy by integrating the discontinuous regions using a recursive integration method. The flow in Fig. 1 requires the computation of the function values of TCC on a uniform grid, which form a four-dimensional (4-D) TCC matrix. By taking advantage of the correction between the entries within a TCC matrix, we can speed up its computation without losing accuracy. As the error of kernel decomposition can be reduced by hardware improvement [13], the improvement of the accuracy of TCC directly increases the aerial image simulation accuracy.

Our algorithm can be used to benchmark other aerial image simulators extensively. Closed-form solutions have been used to benchmark lithography simulators [14], [15]. However, a simulator can not be benchmarked for cases where closed-form solutions do not exist. Because our algorithm can compute aerial image very accurately for arbitrary lithography settings, a closed-form solution is not required any more.

We implement the algorithm in a C++ software package ELIAS [16]. It can be extended to support various lithography settings, such as, aberrations, illumination schemes and vectorial imaging. Since ELIAS can compute TCC very accurately, it can be used to benchmark other image simulation tools.

Fig. 1. Typical full-chip lithography simulation flow.

Photosist can be simulated using, for example, the variable threshold model [11].
The contributions of this paper are:
1) We prove that the discontinuity of illumination and projection functions is the major source of the numerical errors in TCC.
2) We introduce the recursive integration method to reduce these errors.
3) Without losing accuracy, we further speed up the algorithm by taking advantage of the correlation of the entries in TCC matrices.
4) Our experiments show that the new algorithm can run 100x to 1000x faster than the conventional algorithm achieving the same level of accuracy and ELIAS can be used as a benchmark.

The remainder of this paper is organized as follows. In Section II, we review the lithography image simulation model and the TCC matrix. In Section III, we prove that the discontinuity of TCC integrand results in the majority of the error in the numerical integration. We introduce the recursive integration method to reduce the error due to the discontinuity. We speed up the algorithm in Section IV. Section V shows the runtimes and the numerical errors of ELIAS. Section VI concludes this paper.

II. LITHOGRAPHY IMAGING BASICS AND TCC MATRIX

A. Lithography Imaging Basics

The aerial image intensity is given by the Hopkins equation [17]–[20]:

\[ I(f, g) = \int_{-\infty}^{+\infty} T(f + f', g + g'; f', g') \times F(f + f', g + g') F^*(f', g') df'dg'. \] (1)

\( T(f, g) \) is the mask transmission function \( F(x, y) \) in the frequency domain, where \( (f, g) \) denotes a frequency point and \((x, y)\) denotes a spatial point. The superscript * denotes the complex conjugation operation. \( I(f, g) \) is the image in the frequency domain. \( T(f', g'; f'', g'') \) is the transmission cross coefficient (TCC), given by

\[ T(f', g'; f'', g'') = \int_{-\infty}^{+\infty} J(f, g) K(f + f', g + g') \times K^*(f + f'', g + g'') dfdg. \] (2)

The meanings of the symbols in (2) are described below.
- \( J(f, g) \) is the illumination function, which satisfies
  \[ J(f, g) = 0, \quad \text{for} \quad f^2 + g^2 \geq \lambda^2. \] (3)

We illustrate some commonly used illumination functions in Fig. 2.
- \( K(f, g) \) is the projection system transfer function. It can be written as
  \[ K(f, g) = e^{i2\pi z \phi(f, g)} K_0(f, g) \] (4)

where \( \phi(f, g) = \sqrt{1 - (f^2 + g^2) \frac{\lambda^2}{\sin^2 \theta_{obj}}} \), \( \lambda \) is the wavelength, \( \theta_{obj} \) is the semi-aperture angle at the image plane.

[B1] and \( z \) denotes the focus error. Assuming a circular pupil, \( K_0(f, g) \) can be written as

\[ K_0(f, g) = \begin{cases} e^{i2\pi \phi(f, g)}, & k < 1 \\ 0, & \text{otherwise} \end{cases} \] (5)

where \( \Phi(f, g) \) denotes the lens aberration function.

As the feature size shrinks, the process variations become increasingly important. This requires simulation of the effects of the process variations on imaging characteristics. In particular, the image intensity sensitivity with respect to the focus error \( z \) in a scalar model can be written as [22]–[24]

\[ \frac{\partial^n}{\partial z^n} I(f, g) \bigg|_{z=0} = \int_{-\infty}^{+\infty} \frac{\partial^n}{\partial z^n} T(f + f', g + g'; f', g') \times F(f + f', g + g') F^*(f', g') df'dg'. \] (6)

In (6), the variational TCC \( \frac{\partial^n}{\partial z^n} T(f', g'; f'', g'') \bigg|_{z=0} \) is defined as

\[ \frac{\partial^n}{\partial z^n} T(f', g'; f'', g'') \bigg|_{z=0} = \sum_{m=0}^{n} (-1)^{n-m} (i2\pi)^n \int_{-\infty}^{+\infty} J(f, g) \times (\phi(f + f', g + g'))^m K_0(f + f', g + g') \times (\phi(f + f'', g + g''))^{n-m} K_0^*(f + f'', g + g'') dfdg. \] (7)

We only reviewed the scalar model above, which is good for low numerical aperture (NA). Polarized/high NA imaging [21] can be formulated in a similar fashion, which also have associated TCCs and variational TCCs.

Both TCC and variational TCC [see (2) and (7)] are in the form of an integral of the product of three functions. Since they are numerically the same, we do not distinguish them and simply call them TCC in the rest of the paper.

B. TCC Matrix

Aerial images requires the computation of TCC on a uniform grid in the frequency domain [25], [26]. Let us denote the grid size as \( \Delta \). Based on (5), we have that

\[ K_0(f, g) = 0, \quad \text{if} \quad f \text{ or } g \text{ is not in } [-1, 1]. \] (8)
We can find multiple rectangular regions, inside of which \( J(f, g) \) is not always zero, and outside of which is always zero. Assume that the smallest such rectangular region is of the size

\[
\sigma_1 \times \sigma_2.
\]  

Therefore, based on (2), we have that TCC \( T(f_1, g_1, f_2, g_2) \) is always zero outside a 4-D box of size

\[
(2 + 2\sigma_1) \times (2 + 2\sigma_2) \times (2 + 2\sigma_1) \times (2 + 2\sigma_2).
\]  

This means that we need to compute a 4-D matrix, named TCC matrix, whose entries are

\[
T(i_1 \Delta, j_1 \Delta, i_2 \Delta, j_2 \Delta)
\]  

where \( i_1, j_1, i_2 \) and \( j_2 \) are integers, and \((i_1 \Delta, j_1 \Delta, i_2 \Delta, j_2 \Delta)\) are in the box (10). We will take advantage of the fact that the integrals in a TCC matrix are related to reduce the runtime (see Section IV).

### III. ERROR ANALYSIS FOR TCC INTEGRATION

TCC is an integral of a function with jump discontinuity. In Section III-A, we demonstrate that the jump discontinuity can result in large truncation errors using the conventional TCC computation method. We reduce the errors using the recursive integration method in Section III-B.

#### A. Truncation Error Analysis for TCC

TCC can be written as an integral \( I(u) \) over a finite region \( R \)

\[
I_R(u) = \int_R u(x, y) \, dx \, dy.
\]  

The midpoint numerical integration rule [27] has been used previously to compute TCC [28], [29]. In this method, the integral is approximated as a summation of the function values on a grid with grid size \( \Delta \):

\[
I_R(u) \approx M_{R, \Delta}(u) = \Delta^2 \sum_{ij} u(\Box_{ij}).
\]  

Here, \( \Box_{ij} \) denotes a grid point, which is the center of a square as shown in Fig. 3. The summation is over all the square centers that are in \( R \).

In the following theorem, we show that this rule can result in a large truncation error when it is used to integrate a function with jump-discontinuity. The proof is shown in Appendix.

**Theorem 1:** If a function \( u(x, y) \) has a bounded support \( R \) and is smooth in each connected region of \( R \), and the function and its derivatives to all orders in both arguments are bounded, then the truncation error of \( M_{R, \Delta}(u) \) for the approximation of \( I_R(u) \) is bounded by

\[
|I_R(u) - M_{R, \Delta}(u)| \leq C_1 \Delta^2 + C_2 \Delta
\]  

where \( C_1 \) and \( C_2 \) are two non-negative constants that depend on the function \( u \), but not the grid size \( \Delta \).

Here, \( C_1 \) is proportional to the area of the support \( R \) and is proportional to the average magnitudes of the second order derivatives of the function \( u(x, y) \) on \( R \); \( C_2 \) is proportional to the length of the boundary of \( R \) and is proportional to the average jump of the function \( u(x, y) \) on the boundary.

**Remark 1:** When the function \( u(x, y) \) is a linear function in each connected region of the support \( R \), the constant \( C_1 \) reduces to zero. In this case, the truncation error is purely bounded by the \( \Delta \) term, which is originated from the jump of the function \( u(x, y) \) along the boundary of the support \( R \). The error is still dominated from the boundary, when the second order derivatives of the function \( u(x, y) \) are small. Therefore, to improve the numerical integration accuracy, the boundary must be examined separately and is discussed in the next subsection.

#### B. Improving Accuracy—Recursive Integration

We have shown that the boundaries are the primary contributors to the numerical integration error. To reduce such errors, we use the recursive integration method. We then estimate the runtime of this method.

We divide the domain of integration into smaller subregions recursively until the approximation in each subregion is accurate enough (Fig. 5) [30]. Algorithm 1 shows the details. It concentrates more on the boundaries than the internal regions. When the square size is small enough (< \( \Delta' \), \( \Delta' \) is a parameter) or the integrand is continuous in it, the algorithm does not divide the square further. In this case, the algorithm still uses the midpoint rule as an approximation. We denote the approximation of \( I_{\Box}(u) \) on a boundary square as

\[
M_{\Box, \Delta'}(u) = \text{INTEGRATE}(u, \Box, \Delta').
\]  

Therefore, the integral \( I_R(u) \) can be approximated as

\[
I_R(u) \approx M_{R, \Delta', \Delta'}(u) = \Delta'^2 \sum_{ij} u(\Box_{ij}) + \sum_{ij} M_{\Box_{ij}, \Delta'}(u)
\]  

where \( \Delta \) and \( \Delta' \) are the sizes of the grid which is used by the midpoint numerical integration, whereas \( \Delta \) in (11) is the size of the grid where the integration values shall be computed. \( \Delta' \) which will be introduced later is the minimal grid size after quadrissections.
can be divided into 4 smaller squares 
\( \square_i(i = 1, 2, 3, 4) \).

![Fig. 4. Domain of the integration □ can be divided into 4 smaller squares □_i(i = 1, 2, 3, 4).](image)

where the first summation is over internal squares and the second is over boundary squares. Compared to the old method (13), the new method (16) integrates the boundary regions using the recursive integration method instead of the midpoint rule.

Algorithm 1 Recursive Integration Algorithm

1: function INTEGRATE\((u, \square, \Delta')\)
2: return \(\Delta'^2 \times \text{AVERAGE}(u, \square, \Delta')\)
3: function AVERAGE\((u, \square, \Delta')\)
4: \(\Delta \leftarrow \text{the size of } \square\)
5: if \(\Delta \geq \Delta'\) and \(u\) is not continuous on \(\square\) then
6: Divide the square \(\square\) into 4 smaller squares \(\square_i(i = 1, 2, 3, 4)\). See Fig. 4.
7: return \(\frac{1}{4} \sum_{i=1}^{4} \text{AVERAGE}(u, \square_i, \Delta')\)
8: else
9: return \(u(\square)\)

The following theorem states the truncation error of this method. The proof is shown in Appendix.

Theorem 2: If \(u(x, y)\) satisfies all the requirements of \(u(x, y)\) that are stated in Theorem 1, then the truncation error of \(M_{R, \Delta}(u)\) for the approximation of \(I_R(u)\) is bounded by

\[
|I_R(u) - M_{R, \Delta'}(u)| \leq C_1 \Delta'^2 + C_2 \Delta'
\]

where \(C_1\) and \(C_2\) here are the same as \(C_1\) and \(C_2\) in (14).

Remark 2: The only difference between \(M_{R, \Delta}(u)\) in (13) and \(M_{R, \Delta'}(u)\) in (16) is how the integration is done on the boundary squares. The second term in the right-hand side of (17) is also from boundary squares. In the recursive integration method, we can control the minimum square size by \(\Delta'\). Therefore, that term is related to \(\Delta'\) instead of \(\Delta\) as in (14).

Based on the above theorem, we can reduce the error contributed by boundaries arbitrarily smaller by controlling \(\Delta'\). The following theorem shows the runtime of the recursive integration algorithm is related with \(\Delta'\) according to a power law. In practice, we need to choose an appropriate \(\Delta'\) to balance the error and the runtime. The proof of Theorem 3 is shown in Appendix.

Theorem 3: The time complexity of Algorithm 1 for a square \(\square\) where \(u(x, y)\) is discontinuous is

\[
T_{\square, \Delta'} \propto \left( \frac{\Delta}{\Delta'} \right)^\gamma
\]

where \(\gamma\) is a constant satisfying \(0 < \gamma < 2\).

Remark 3: The constant \(\gamma\) can be inferred experimentally as shown in Section V.

IV. INTEGRATION ALGORITHM FOR TCC MATRIX

Because not just an entry but a whole TCC matrix needs to be computed, the information sharing between neighboring entries can be exploited to speed up the algorithm presented in Section III. In Section IV-A, we derive that a TCC matrix can be decomposed into a triple correlation term which is mainly from the internal region and a correction term which is from the boundary region. We then show how to compute the two terms efficiently in Sections IV-B and IV-C.

A. Numerical Integration Formula

The TCC integral is a continuous triple correlation of the following form

\[
h(x_1, y_1, x_2, y_2) = \iint u(x, y) u(x + x_1, y + y_1) \times u(x + x_2, y + y_2) \, dx\, dy. \tag{18}
\]

According to the discussion of the TCC matrix in Section II, we need to compute \(h(i_1, j_1, i_2, j_2, \Delta)\) for integers \(i_1, j_1, i_2, j_2\). We choose \(\Delta = \Delta' / n_1\), where \(n_1\) is a positive integer. For any function \(u(x, y)\), we denote the function resulted from shifting the arguments of a function \(u(x, y)\) as

\[
u^{i,j}(x, y) = u(x - i\Delta, y - j\Delta).
\]

Therefore, we have

\[
h(i_1, j_1, i_2, j_2, \Delta) = \iint u(x, y) u^{i_1, j_1}(x, y) \times u^{i_2, j_2}(x, y) \, dx\, dy. \tag{19}
\]

We could directly use the recursive integration algorithm to compute the approximations of all the TCC matrix entries. But we do not do so for reasons as follows:

1. For any function \(u(x, y)\),

\[
M_{\square, i_1, j_1}(u^{i_2, j_2}) = M_{\square, i_1 + i_2, j_1 + j_2}(u) \tag{20}
\]
which means that shifting the integrand is the same as
shifting the region of integration;
2) We need to compute a whole TCC matrix.
The follows theorem takes advantage of the fact that the inte-
grand is a product of three functions which reduces the runtime
without decreasing accuracy. The proof is shown in Appendix.

**Theorem 4:** If the integrand is a product of a discontinuous
function \(u(x, y)\) and a continuous function \(v(x, y)\) over a square
\(\square\), we approximate

\[
I_{\square}(uv) = \int \int_{\square} u(x, y)v(x, y) \, dx \, dy
\]

by

\[
M_{\square, \Delta}(u, v) = M_{\square, \Delta}(u)v(\square).
\]  \hspace{1cm} (21)

\(I_R(uvw)\) can be approximated as (22), found at the bottom of
the page. The truncation error of \(M_{\square, \Delta}(u, v, w)\) is of the
same order as that of \(M_{\square, \Delta}(uvw)\).

To simplify the discussions, we introduce a few short hand
notations. For a function \(u(x, y)\), we define

\[
u_{ij} = \begin{cases} \frac{1}{\Delta^2} M_{ij}(u), & \text{if } u(x, y) \text{ is continuous in } \square_{ij} \\ 0, & \text{if } u(x, y) \text{ is discontinuous in } \square_{ij} \end{cases}
\]

\[
\hat{u}_{ij} = \begin{cases} \frac{1}{\Delta^2} \hat{M}_{ij}(u), & \text{if } u(x, y) \text{ is continuous in } \square_{ij} \\ 0, & \text{if } u(x, y) \text{ is discontinuous in } \square_{ij} \end{cases}
\]

and

\[
\hat{u}_{ij} = u_{ij} + \hat{u}_{ij}.
\]  \hspace{1cm} (23)

Note that \(\hat{u}\) is a matrix, whereas \(u_{ij}\), with the index \(ij\), is a
number. Based on the above definitions, it is obvious that

\[
\hat{u}_{ij} = \frac{1}{\Delta^2} \hat{M}_{ij}(u) = \frac{u_{ij}}{\Delta^2}
\]  \hspace{1cm} (24)

where we omit the subscript 00 for convenience.

According to Theorem 4,

\[
h_{i1,j1,i2,j2} = \frac{1}{\Delta^2} h(i_1 \Delta, j_1 \Delta, i_2 \Delta, j_2 \Delta)
\]

can be approximated as

\[
h_{i1,j1,i2,j2} = \sum_{ij} \hat{u}_{ij} \hat{v}_{i+n_1,j+n_1,j} \hat{w}_{i+n_2,j+n_2}
\]
\[
+ \left( \sum_{ij} (2) \left( \frac{\hat{M}_{ij}(uv)}{\Delta^2} - \frac{\hat{M}_{ij}(v)}{\Delta^2} \right) \right) u(\square_{ij})
\]
\[
+ \left( \sum_{ij} (2) \left( \frac{\hat{M}_{ij}(uv)}{\Delta^2} - \frac{\hat{M}_{ij}(u)}{\Delta^2} \right) \right) v(\square_{ij})
\]
\[
+ \left( \sum_{ij} (2) \left( \frac{\hat{M}_{ij}(w)}{\Delta^2} - \frac{\hat{M}_{ij}(u)}{\Delta^2} \right) \right) w(\square_{ij})
\]
\[
+ \left( \sum_{ij} (3) \left( \frac{\hat{M}_{ij}(uvw)}{\Delta^2} - \frac{\hat{M}_{ij}(uv)}{\Delta^2} \right) \right) w(\square_{ij})
\]  \hspace{1cm} (22)

We call the first term, denoted as \(\hat{h}_{i1,j1,i2,j2}\), the triple correlation
term, and the sum of the remaining terms, denoted as \(\hat{h}_{i1,j1,i2,j2}\),
the correction term. In the remaining part of this section, we
discuss their computation methods.

**B. Triple Correlation Term**

\(\hat{h}_{i1,j1,i2,j2}\) in (25) can be rewritten as

\[
\hat{h}_{i1,j1,i2,j2} = \sum_{i' = 1}^{n} \sum_{j' = 1}^{n} \sum_{ij} \hat{u}_{i'+n_i,j'+n_j} \hat{v}_{i'+n_i,j'+n_j} \hat{w}_{i'+n_i,j'+n_j}
\]  \hspace{1cm} (26)
where we decompose a summation into a number of summations on grids with a bigger grid size as shown in Fig. 6 [29]. We can rewrite (26) as

\[ \hat{h}_{i1,j1,i2,j2} = \sum_{i'j'=1}^{n} \sum_{ij} n_{i'j'} \cdot \hat{\eta}_{i'j'} \cdot \hat{\eta}_{i'j'} \times \hat{\eta}_{i'j'} \times \hat{\eta}_{i'j'} \times \hat{\eta}_{i'j'} \]

(27)

where \( \hat{\eta}_{i'j'} = \hat{\eta}_{i+n,j+n} \). The matrix \( \hat{\eta}_{i'j'} \) is the contracted form of \( \hat{\eta}_{i'j'} \). We can see that the term

\[ \sum_{i'j'} n_{i'j'} \cdot \hat{\eta}_{i'j'} \times \hat{\eta}_{i'j'} \times \hat{\eta}_{i'j'} \times \hat{\eta}_{i'j'} \]

(28)

in (27) is a discrete triple correlation.

We will show below that the discrete triple correlation can be efficiently computed by the fast Fourier transform (FFT). As a simple case, the continuous one-dimensional (1-D) triple correlation can be computed by a two-dimensional (2-D) convolution [28]

\[ \int_{-\infty}^{+\infty} df \cdot u(f) \cdot x(f) \cdot x(f) \cdot x(f) = (\delta(f_1 - f_2) \cdot u(f_1)) * (x(f_1) \cdot x(f_2)) \]

(29)

where \( * \) is the convolution operator. Similarly, the discrete 2-D triple correlation can be computed by a 4-D discrete convolution

\[ \sum_{ij} \hat{u}_{ij} \hat{u}_{i1,j1} \hat{u}_{i2,j2} = (\delta_{i1,j1} - \hat{\delta}_{i1,j1} - \hat{\delta}_{i2,j2}) \]

(30)

where \( \delta_{ij} \) is the Kronecker delta. The convolution can be computed efficiently by the FFT.

C. The Correction Term

Using the definition in (25), we have a straightforward algorithm to compute the correction term \( \hat{h}_{i1,j1,i2,j2} \) (Algorithm 2). But this algorithm is slow because of the redundant computation in Line 5, 7, and 9. It can be seen that there can be multiple sets of \( i, j, i_1 \) and \( j_1 \) such that

\[ \begin{align*}
\hat{i} - i_1 &= \hat{i} \\
\hat{j} - j_1 &= \hat{j} \\
\hat{i} - i_2 &= \hat{i} \\
\hat{j} - j_2 &= \hat{j}
\end{align*} \]

(31)

for any given \( \hat{i}, \hat{j} \) and \( \hat{j}_2 \). Therefore, \( \hat{u}^{<i,j>} \) and \( \hat{u}^{<i-j>} \) in Line 5 of Algorithm 2 has to be computed multiple times for the same set of superscripts. The same observation is true for \( \hat{u}^{<i-j>} \) in Line 7 and \( \hat{u}^{<i-j>} \) in Line 9 as well.

Algorithm 2 Straightforward Correction Term Computation Algorithm

1: function CORRECTION(\( u, v, w, n \))
2: for all \( i_1, j_1, i_2 \) and \( j_2 \) that are multiples of \( n \)
3: \( \hat{h}_{i1,nj1,nj2,nj2} \) \( \leftarrow \) 0
4: for all \( i \) and \( j \), where \( u(x, y) \) is continuous in \( \square_{ij} \) and \( v(x, y) \) is discontinuous in \( \square_{i1,j1} \) and \( w(x, y) \) is discontinuous in \( \square_{i2,j2} \)
5: \( \hat{h}_{i1,nj1,nj2,nj2} \) \( \leftarrow \) \( (u^{<i-j>} \cdot v(x, y) \) \( \leftarrow \) \( \square_{i1,j1} \) \( \cdot w(x, y) \) \( \leftarrow \) \( \square_{i2,j2} \) \)
6: for all \( i \) and \( j \), where \( u(x, y) \) is discontinuous in \( \square_{ij} \) and \( v(x, y) \) is continuous in \( \square_{i1,j1} \) and \( w(x, y) \) is discontinuous in \( \square_{i2,j2} \)
7: \( \hat{h}_{i1,nj1,nj2,nj2} \) \( \leftarrow \) \( (u^{<i-j>} \cdot v(x, y) \) \( \leftarrow \) \( \square_{i1,j1} \) \( \cdot w(x, y) \) \( \leftarrow \) \( \square_{i2,j2} \) \)
8: for all \( i \) and \( j \), where \( u(x, y) \) is discontinuous in \( \square_{ij} \) and \( v(x, y) \) is discontinuous in \( \square_{i1,j1} \) and \( w(x, y) \) is continuous in \( \square_{i2,j2} \)
9: \( \hat{h}_{i1,nj1,nj2,nj2} \) \( \leftarrow \) \( (u^{<i-j>} \cdot v(x, y) \) \( \leftarrow \) \( \square_{i1,j1} \) \( \cdot w(x, y) \) \( \leftarrow \) \( \square_{i2,j2} \) \)
10: for all \( i \) and \( j \), where \( u(x, y) \) is discontinuous in \( \square_{ij} \) and \( v(x, y) \) is discontinuous in \( \square_{i1,j1} \) and \( w(x, y) \) is discontinuous in \( \square_{i2,j2} \)
11: \( \hat{h}_{i1,nj1,nj2,nj2} \) \( \leftarrow \) \( (u^{<i-j>} \cdot v(x, y) \) \( \leftarrow \) \( \square_{i1,j1} \) \( \cdot w(x, y) \) \( \leftarrow \) \( \square_{i2,j2} \) \)

In order to reduce the unnecessary computation, we transform the indexes using

\[ \begin{align*}
\hat{i} + i_1 &\rightarrow i_1 \\
\hat{j} + j_1 &\rightarrow j_1 \\
\hat{i} + i_2 &\rightarrow i_2 \\
\hat{j} + j_2 &\rightarrow j_2
\end{align*} \]

(32)

The details are shown in Algorithm 3. Note that the recursive integration is called only once for any set of superscripts in Line
6, 14 and 18 in Algorithm 3, therefore the runtime is improved compared with Algorithm 2.

Algorithm 3 Improved Correction Term Computation Algorithm

1: function CORRECTION(u, v, w, n)
2:   for all i_1, j_1, i_2 and j_2 do
3:     \( \tilde{h}_{i_1, j_1} = 0 \)
4:     for all i_1 and j_1, where \( \tau(x, y) \) is discontinuous in \( \Box_{i_1, j_1} \)
5:       for all i_2 and j_2, where \( i_1 = i_2 \) and \( j_1 = j_2 \) are multiples of \( n \), and \( u(x, y) \) is discontinuous in \( \Box_{i_2, j_2} \)
6:         \( t = u^{(i_1 - i_2)} \cdot w^{(j_1 - j_2)} - \delta_{i_1, j_1} \cdot \tilde{w}_{i_2, j_2} \)
7:     for all i and j, where \( i_1 = i \) and \( j_1 = j \) are multiples of \( n \)
8:       if \( u(x, y) \) is continuous in \( \Box_{i, j} \) then
9:         \( \tilde{h}_{(i_1 - i)/n, (j_1 - j)/n} = t \times \tilde{u}_{i, j} \)
10:      else if \( u(x, y) \) is discontinuous in \( \Box_{i, j} \) then
11:         \( \tilde{h}_{(i_1 - i)/n, (j_1 - j)/n} = \frac{u^{(i_1 - i)} \cdot w^{(j_1 - j)} - \delta_{i_1, j_1} \cdot \tilde{w}_{i_2, j_2}}{u^{(i_1 - i)} \cdot w^{(j_1 - j)} - \delta_{i_1, j_1} \cdot \tilde{w}_{i_2, j_2}} \)
12:     for all i and j, where \( u(x, y) \) is discontinuous in \( \Box_{i, j} \)
13:       for all i_2 and j_2, where \( i_2 = i \) and \( j_2 = j \) are multiples of \( n \), and \( u(x, y) \) is discontinuous in \( \Box_{i_2, j_2} \)
14:         \( t = u^{(i_1 - i_2)} \cdot w^{(j_1 - j_2)} - \delta_{i_1, j_1} \cdot \tilde{w}_{i_2, j_2} \)
15:       for all i_1 and j_1, where \( i_1 = i \) and \( j_1 = j \) are multiples of \( n \), and \( \tau(x, y) \) is continuous in \( \Box_{i_1, j_1} \)
16:         \( \tilde{h}_{(i_1 - i)/n, (j_1 - j)/n} = t \times \tilde{h}_{i_1, j_1} \)
17:       for all i_1 and j_1, where \( i_1 = i \) and \( j_1 = j \) are multiples of \( n \), and \( \tau(x, y) \) is discontinuous in \( \Box_{i_1, j_1} \)
18:         \( t = u^{(i_1 - i)} \cdot w^{(j_1 - j)} - \delta_{i_1, j_1} \cdot \tilde{w}_{i_2, j_2} \)
19:       for all i_2 and j_2, where \( i_2 = i \) and \( j_2 = j \) are multiples of \( n \), and \( u(x, y) \) is continuous in \( \Box_{i_2, j_2} \)
20:         \( \tilde{h}_{(i_1 - i)/n, (j_1 - j)/n} = t \times \tilde{w}_{i_2, j_2} \)

A. Accuracy Verification

We denote the exact solution and the simulation result of \( T(i_1, j_1, i_2, j_2) \) as \( T_{i_1, j_1, i_2, j_2} \) and \( \tilde{T}_{i_1, j_1, i_2, j_2} \). We denote the error as

\[
E_{i_1, j_1, i_2, j_2} = |\tilde{T}_{i_1, j_1, i_2, j_2} - T_{i_1, j_1, i_2, j_2}|.
\]

The worst case (WC) error is defined as

\[
E_{\text{WC}} = \max_{i_1, j_1, i_2, j_2} E_{i_1, j_1, i_2, j_2}.
\]

The root mean square (RMS) error is defined as

\[
E_{\text{RMS}} = \sqrt{\frac{1}{N} \sum_{i_1, j_1, i_2, j_2} E_{i_1, j_1, i_2, j_2}^2},
\]

where \( N \) is the number of nonzero \( T_{i_1, j_1, i_2, j_2} \). In the experiments, we took \( \Delta = 0.1 \).

As we have shown in Theorem 2, the error of TCC is contributed by the internal regions \( (C_1 \Delta^2 \) terms) and the boundaries \( (C_2 \Delta^\alpha) \). However, if the integrand is a linear function over the internal regions, the error is only contributed by the boundaries. To analyze both types of errors, we consider an infocus case, where the integrand is constant, and a defocused case \( (z = 100 \text{mm}) \), where the integrand is in general not a linear function. In the infocus case, all the errors come from boundaries. In the defocused case, the errors come from both boundaries and internal regions, but we can reduce errors from boundaries by reducing the minimum recursive integration grid size \( \Delta' \). From the infocus case, we can determine how small \( \Delta' \) should be in order to make the errors from boundaries small enough. With a small enough \( \Delta' \), all the errors practically come from internal regions in the defocused case. By this way, we separate the two types of errors.

For the infocus case, we use the method from [15] to generate the exact solution. It essentially converts TCC region integrals to line integrals, which can be computed analytically. Therefore, it produces results that do not have truncation errors.

Fig. 7 shows the errors in the new method as functions of \( \Delta' \). Obviously, the errors always decrease as \( \Delta' \) decreases and can be reduced substantially small. Fig. 8 shows the errors in the old method for different \( n \). We can see that the ratio between \( E_{\text{WC}} \) and \( E_{\text{RMS}} \) of the old method is a few times bigger (about 5) that the ratio of the new method, which means the TCC matrix errors of the latter case is more evenly distributed than those of the former case. Since \( \Delta \) is the same for both methods, when the minimum square size of the old method \( \Delta = \Delta / n \) and the minimum square size of the new method \( \Delta' = (\Delta / n) \), since \( n = 1 \) for this case, the same, we should have approximately the same errors. This relation is confirmed by the data replotted in Fig. 9 (a combination of Figs. 7 and 8).

For the defocused case, since there is no analytical solution available in the literature, we chose the results computed with a small enough \( \Delta' = 1 \times 10^{-4} \) and a big decimation factor \( n = 200 \) as a close approximation to an analytical solution. As shown in Fig. 9, \( \Delta' = 1 \times 10^{-4} \) is small enough to bound.
the errors due to boundaries to the order of about $1 \times 10^{-6}$, which is practically very small. In this case, when all the errors from internal regions are much larger than $1 \times 10^{-6}$, we can ignore the errors from boundaries as if all the errors are from internal regions. According to Theorem 2 (see the $C_{\Delta} \Delta^2$ term), the errors shall follow power-laws of $\eta$. In Fig. 10, the errors of the old method indeed follow power-laws of $\eta$ when $\eta$ is between 1 and 100. The errors of the new method follow power-laws of $\eta$ up to $\eta \approx 40$. Beyond $\eta \approx 40$, the errors of the new method are of the order of $1 \times 10^{-6}$, in which case the errors from boundaries (when $C_{\Delta} \Delta^2 = 1 \times 10^{-4}$) are longer negligible. It is clear to see in Fig. 9 that the errors of the old method are much greater than the errors of the new method for the same $n$.

B. Runtime Characteristics

The runtime for the defocused case shall be the same as that of the infocus case, for the same parameters $\Delta$, $n$, and $\Delta'$, because the same program can be used for both cases. Therefore, we will only show the runtime for the infocus case.

Let us denote the runtime of the computation of the triple correction term using the convolution as $T_{\text{conv}}$, and the runtime of the computation of the correction term using Algorithm 3 as $T_{\text{corr}}$. Obviously the runtimes of both methods are known if $T_{\text{conv}}$ and $T_{\text{corr}}$ are known. Below, we show how the parameters $\Delta$, $n$, and $\Delta'$ affect the runtime $T_{\text{conv}}$ and how the parameters $\Delta$, $n$, and $\Delta'$ affect the runtime $T_{\text{corr}}$.

Fig. 11 shows $T_{\text{conv}}$ as a function of $n$, which demonstrates the relation

$$T_{\text{conv}} \propto n^2.$$

This is because the runtime for the discrete correlation (28) does not depend on $\eta$ but there are $n^2$ such terms in (27). Fig. 12 shows $T_{\text{corr}}$ as a function of $\Delta$ or equivalently $\Delta$, since $n = 1$. The runtime $T_{\text{conv}}$ is dominated by the FFT used in the convolution, which can be written as

$$T_{\text{conv}} \propto \frac{1}{\Delta^4} \log \left( \frac{C}{\Delta} \right)^4$$

(34)

where $C$ is some constant. For small enough $\Delta$ compared with $C$, the change in the log term due to the change in $\Delta$ is less important than the term in front of it. Therefore, we can take the log term as a constant and we have

$$T_{\text{conv}} \propto \frac{1}{\Delta^4}$$

(35)

which is consistent with the data in Fig. 12.
As a function of \( \Delta \), \( T_{\text{corr}} \) is big, (see Fig. 9), and can be as small as \( \Delta' \). We can see that there is an optimal \( \Delta' \), (see (36)), \( T_{\text{corr}} \) will be bigger than \( T_{\text{corr}} \) for a small minimum size. The old method is slower than the new method is linearly. For example, the new method with \( \Delta = 1 \) and \( \Delta' = 10^{-4} \) give results with the same accuracy as the old method with \( \Delta = 1000 \) for the infocus case. According to Fig. 11, we have \( T_{\text{corr}}(\Delta = 1) \approx 10^{-6} \) sec. and by extrapolation, we have \( T_{\text{corr}}(\Delta = 1000) \approx 3 \times 10^{2} \) sec. According to Fig. 13, we have \( T_{\text{corr}}(\Delta = 1, \Delta' = 1 \times 10^{-4}) \approx 1000 \) sec. Therefore, the new method speeds up the runtime 10\( \times \) times for the infocus case.

If we choose \( \Delta' = 1 \times 10^{-4} \), the error introduced by boundaries in the infocus case can be estimated as \( 1 \times 10^{-6} \) (see Fig. 9), which is also an estimate of the error introduced by boundaries in the defocused case. We require that the total error is bounded to the same order. Therefore, we need to take \( \Delta \) about 1000 in the old method, and to take \( \Delta' \) at least 40 in the new method. According to Fig. 16, \( T_{\text{corr}}(\Delta = 40, \Delta' = 1 \times 10^{-4}) \approx 40 \) sec., and to Fig. 11, \( T_{\text{corr}}(\Delta = 40) \approx 1 \times 10^{2} \) sec.; and we have estimated \( T_{\text{corr}}(\Delta = 1000) \approx 3 \times 10^{2} \) sec. Therefore, the new method speeds up the runtime hundreds of times for the defocused case.

C. Application to Aerial Image Simulation

In Hopkins equation, the TCC matrix can be used directly to simulate aerial images. We use this equation because the errors in aerial images are only due to the errors in the TCC matrix, which is ideal for the quantification of the aerial simulation errors solely introduced by TCC errors. We show below how much aerial image errors are for given amounts of TCC computation time.

Here, we simulate an isolated via of size 105 nm, where the background transmittance is 1 and the feature transmittance is 0. We still use the quadrupole illumination that we mentioned previously. The numerical aperture \( NA = 0.8 \) and the wavelength \( \lambda = 193 \) nm. We choose \( \Delta = 0.1 \). CD is measured at the threshold of 0.6.
Figs. 18 and 19 show the CD errors as a function of TCC computation runtime using both the old and new methods for the infocus case and the defocused case, respectively. It is easy to see that the CD errors of the new method are much less than the error from the old method with the same amount TCC computation time. The new method can give almost accurate results, for example, CD error as shown in Fig. 19, with about an hour TCC computation time. For the same accuracy requirements, the runtime of the old method can be estimated as about a hundred years by extrapolation. Therefore, the new method can be used to benchmark other lithography simulators.

VI. CONCLUSION

It is very important to reduce lithography simulator error as technology improves. We find the major error contributor in conventional transmission cross coefficient (TCC) computation method. We improve the accuracy by using a recursive integration method and by using a previously overlooked correction term. We implement the algorithm in an open-source software.
package ELIAS. The simulation accuracy and runtime are significantly improved. It is flexible to take arbitrary lithography conditions can be used to benchmark other aerial image simulators, which is essential for nanometer design-for-manufacturability.

**APPENDIX**

**Proofs of Theorems**

**Proof 1 (Theorem 1):** We use $D$ to denote the support of $u(x,y)$ and $\partial D$ to denote the boundary of the support. And we denote the bounds of $u(x,y)$ and its first and second derivatives in $R$ as

\[
|u| \leq \zeta, \\
\left| \frac{\partial u}{\partial x} \right| \leq \eta \quad \text{and} \quad \left| \frac{\partial u}{\partial y} \right| \leq \eta, \\
\left| \frac{\partial^2 u}{\partial x^2} \right| \leq \theta \quad \text{and} \quad \left| \frac{\partial^2 u}{\partial y^2} \right| \leq \theta
\]

where $\zeta$, $\eta$ and $\theta$ are all constants.

The truncation error of $M_{R,\Delta}(u)$ (see (12)) can be written as

\[
|I_R(u) - M_{R,\Delta}(u)| \leq \sum_{ij}^{(0)} \left| I_{E,ij}(u) - \Delta^2 u(\square,ij) \right| \\
+ \sum_{ij}^{(1)} \left| I_{\square,ij}(u) - \Delta^2 u(\square,ij) \right| \tag{40}
\]

where the superscripts of $\sum$’s indicate how many functions in the integrand are discontinuous and $I_{E}(u)$ denotes the integration of $u$ over the square $\square$.

\[
I_{E}(u) = \iint_{\square} u(x,y) \, dx \, dy.
\]

The first term on the right-hand side of (40) is summed over all squares where $\eta$ is smooth, and the second term is summed over all squares where $u$ is discontinuous.

The truncation error for each square can be described as in the following two cases,

1) The function $u(x,y)$ is smooth in the square $\square$. According to the Taylor’s theorem,

\[
u(x,y) = u(x_0, y_0) + \left( \left( x - x_0 \right) \frac{\partial}{\partial x} + \left( y - y_0 \right) \frac{\partial}{\partial y} \right) u(x_0, y_0) \\
+ \frac{1}{2} \left\{ \left( x - x_0 \right)^2 \frac{\partial^2}{\partial x^2} + \left( y - y_0 \right)^2 \frac{\partial^2}{\partial y^2} \right\} u(x^*, y^*)
\]

where $(x_0, y_0)$ is the square center $\square$, and $(x^*, y^*)$ is a point satisfying

\[
(x^* - x_0, y^* - y_0) = (\lambda(x - x_0), \lambda(y - y_0)), \quad 0 < \lambda < 1.
\]

Therefore, we have the truncation error

\[
|I_{E}(u) - \Delta^2 u(x_0, y_0)| \\
\leq \iint_{\square} \left| \frac{1}{2} \left\{ \left( x - x_0 \right)^2 \frac{\partial^2}{\partial x^2} + \left( y - y_0 \right)^2 \frac{\partial^2}{\partial y^2} \right\} u(x^*, y^*) \right| dx \, dy \\
\leq \frac{\theta}{2} \iint_{\square} \left| \left( x - x_0 \right)^2 + \left( y - y_0 \right)^2 \right| dx \, dy = \frac{\theta}{12} \Delta^4
\]

2) The function $u(x,y)$ is discontinuous in the square $\square$. The truncation error can be estimated as

\[
|I_{E}(u) - \Delta^2 u(x_0, y_0)| \\
\leq \iint_{\square} \left| \frac{1}{2} \left\{ \left( x - x_0 \right)^2 \frac{\partial^2}{\partial x^2} + \left( y - y_0 \right)^2 \frac{\partial^2}{\partial y^2} \right\} u(x^*, y^*) \right| dx \, dy
\]

By using (40)–(42), we can derive that the truncation error of $M_{R,\Delta}(u)$ is bounded as follows:

\[
|I_{E}(u) - M_{R,\Delta}(u)| \leq \frac{\theta}{12} \sum_{ij}^{(0)} \Delta^4 + \sum_{ij}^{(1)} \zeta^2
\]

As an example, we show the support of a function in Fig. 20. The summations $\sum_{ij}^{(0)}$ and $\sum_{ij}^{(1)}$ are indicated by the dark gray squares and the light gray squares. It is obvious that the number of dark gray squares is bounded by $A(D)/\Delta^2$, where $A(D)$ is the total area of the support $D$, and the number of light gray squares is bounded by $C_1 \text{I}(\partial D)/\Delta$, where $C_1$ is a constant and $\text{I}(\partial D)$ is the length of the boundary $\partial D$. Therefore, the truncation error can be estimated as

\[
|I_{E}(u) - M_{R,\Delta}(u)| \leq C_1 \Delta^2 + C_2 \Delta
\]

**Proof 2 (Theorem 2):** According to Algorithm 1, $M_{\square,\Delta}(u)$ can be written as

\[
M_{\square,\Delta}(u) = \sum_{k} \Delta_k^2 \sum_{i} u(\square,ij)
\]

\[
= \sum_{k} \Delta_k^2 \sum_{i} u(\square,ij)
\]

where $\Delta_k$ denotes the square size and the subscript $k,i$ is the index of a not-divided square of size $\Delta_k$. The superscript of the summation sign again denotes whether $u$ is smooth or discontinuous. Then, we have the truncation error

\[
|I_{E}(u) - M_{\square,\Delta}(u)|
\]

Using the inequality

\[
\Delta_k \leq \frac{\theta}{12} \Delta^4 + \sum_{i} \zeta^2
\]

Fig. 20. The support $D$ of the function $u(x,y)$ is denoted as $\partial D$. The summation $\sum_{i}^{(0)}$ is over the dark gray squares, and the summation $\sum_{i}^{(1)}$ is over the light gray squares.
We approximate $C_d$ for different $i$’s by a same constant $C_d$ ($0 < C_d < 2$), which is some kind of “average” over all $i$’s. We can transform the recursive relation to

$$T_{i+1} - \beta = C_d(T_i - \beta)$$

where $\beta = b/1 - C_d$. Therefore,

$$T_n = C_d^n(T_0 - \beta) + \beta = \alpha C_d^n + \beta$$

where $\alpha = T_0 - \beta$. The level of recursion $n$ can be approximated as $n = \log \Delta / \Delta'$. Therefore, the runtime of the recursive integration (15) over a square $\square$ of size $\Delta$ is

$$T_{\Delta, \Delta'} = \alpha C_d \log \Delta / \Delta' = \alpha \left( \frac{\Delta}{\Delta'} \right) \log C_d$$

(46)

where the additive constant $\beta$ is ignored for large $\Delta / \Delta'$ and $0 < \log C_d < 2$.

**Proof 4 (Theorem 4):** By distinguishing whether $u(x, y)$, $v(x, y)$, and $w(x, y)$ are discontinuous or not, we can approximate $I_R(uvw)$ as

$$M_{R, \Delta, \Delta'}(u, v, w)$$

$$= \Delta \sum_{ij} u(\square_{ij}) + \sum_{ij} M_{\Delta, \Delta'}(u, v, w) + \sum_{ij} M_{\Delta, \Delta'}(v, uv, w)$$

$$+ \sum_{ij} M_{\Delta, \Delta'}(w, uv, v) + \sum_{ij} M_{\Delta, \Delta'}(w, w, v)$$

(47)

where the superscripts $(n)$ ($n = 0, 1, 2, 3$) of the summation signs denote the number of functions of $u$, $v$, and $w$ that are discontinuous in $\square_{ij}$ and the discontinuous functions are in the left arguments of $M_{\Delta, \Delta'}(\cdot, \cdot, \cdot)$.

The truncation error of (21) can be written as

$$\left| I_R(uvw) - M_{\Delta, \Delta'}(u, v, w) \right|$$

$$= \int_\square \int_\square \int_\square \left| u(x, y) \right| v(x, y) \, dx \, dy$$

$$- \int_\square \int_\square \left| \frac{M_{\Delta, \Delta'}(u)}{\Delta^2} \right| v(x_0, y_0) \, dx \, dy$$

$$\leq \int_\square \int_\square \int_\square \left| \frac{M_{\Delta, \Delta'}(u)}{\Delta^2} \right| \left| v(x, y) - v(x_0, y_0) \right| \, dx \, dy$$

see (48)

$$+ \int_\square \int_\square \int_\square \left| \frac{M_{\Delta, \Delta'}(u)}{\Delta^2} \right| \left| v(x, y) - v(x_0, y_0) \right| \, dx \, dy$$

see (49)

Using Taylor’s theorem, we have

$$\left| \frac{M_{\Delta, \Delta'}(u)}{\Delta^2} \right| \leq \frac{M_{\Delta, \Delta'}(u)}{\Delta^2}$$

\[ \left| \frac{\Delta}{\Delta'} \right| \leq \frac{\Delta}{\Delta'} \]
+ \left[ \iint_{\square} \left( u(x,y) - \frac{M_{\varphi}(u)}{\Delta^2} \right) \right] \times \left( (x - x_0) \frac{\partial^2}{\partial x^2} + (y - y_0) \frac{\partial^2}{\partial y^2} \right) v(x^*, y^*) \, dx \, dy \\
\leq \zeta_0 \left| I_{\varphi}(u) - M_{\varphi}(u) \right| + \zeta_0 \theta \int \left( (x - x_0) + (y - y_0) \right) \, dx \, dy \\
\leq \zeta_0 \frac{\theta}{12} \Delta^4 + C \left( D \zeta_0 \Delta^4 \right) + \zeta_0 \theta \frac{\Delta^3}{2}.
\tag{48}

where we have used (44). Here, \( \zeta, \eta \) and \( \theta \) are still the bounds of the functions and their derivatives, and their subscripts denote what the functions are. We also have

\left[ \iint_{\square} \frac{M_{\varphi}(u)}{\Delta^2} \right] \times \left( (x - x_0) \frac{\partial^2}{\partial x^2} + (y - y_0) \frac{\partial^2}{\partial y^2} \right) v(x^*, y^*) \, dx \, dy \\
\leq \zeta_0 \left| I_{\varphi}(v) - M_{\varphi}(v) \right| = \zeta_0 \frac{\theta}{12} \Delta^4 \tag{49}

where we have used (41). Ignoring (49), which is bounded by a higher order term of \( \Delta \), the truncation error of (21) is bounded as

\left| I_{\varphi}(u) - M_{\varphi}(u,v) \right| \leq C \left( D \zeta_0 \Delta^4 \right) + \zeta_0 \theta \frac{\Delta^3}{2}.
\tag{50}

Let \( f(x,y) = u(x,y) v(x,y) u(x,y) \), we have

\begin{align*}
I_R(f) &= \sum_{ij}^{(1)} I_{\Delta,j}(f) + \sum_{ij}^{(1)} I_{\Delta,j}(f).
\tag{51}
\end{align*}

It is clear that the number of terms in the summations \( \sum_{ij}^{(1)} \) and \( \sum_{ij}^{(2)} \) in (47) is the same as the number of terms in the summation \( \sum_{ij}^{(1)} \) in (51), which is bounded by \( C \Delta(\partial D)/\Delta \). Here, \( D \) is the support of the function \( u(x,y) v(x,y) u(x,y) \).

Using (41), (50) and (44), the truncation error of (47) can be estimated as

\begin{align*}
\left| I_{\varphi}(uw) - M_{\varphi}(u,v,w) \right| &\leq \frac{A(D)}{\Delta^2} C_1 \Delta^4 + C \left( D \zeta_0 \Delta^4 \right) C_2 \Delta^4 + C \left( D \zeta_0 \Delta^4 \right) C_2 \Delta^3 \\
where C_1, C_2 and C_3 are constants depending on the bounds on the functions and their first and second order derivatives. Therefore,

\begin{align*}
\left| I_{\varphi}(uw) - M_{\varphi}(u,v,w) \right| &\leq \frac{A\left(D\right)}{\Delta^2} C_1 + C \left( D \zeta_0 \Delta^4 \right) C_2 \Delta^4 + C \left( D \zeta_0 \Delta^4 \right) C_2 \Delta^4
\tag{52}
\end{align*}

which is of the same order as (45).

Noting that \( M_{\varphi}(u,w) \) is the same as \( \Delta^2 u(x,y) \) if \( u(x_0,y) \) is smooth in the square \( \square \), we can easily derive (22) with some simple mathematical manipulations.
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