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ELIAS: An Accurate and Extensible Lithography
Aerial Image Simulator With Improved Numerical
Algorithms

Peng Yu and David Z. Pan, Senior Member, IEEE

Abstract—Lithography simulators have been playing an indis-
pensable role in process optimization and design for manufactura-
bility (DFM). The ever smaller feature sizes demand higher numer-
ical accuracy and faster runtime on these lithography simulators.
Aerial image simulation is the first key step in lithography simu-
lation, and the method using transmission cross coefficient (TCC),
which is a two-dimensional integral, is the most commonly used
technique for full-chip aerial image simulation. In this paper, we
present a very accurate, yet efficient and extensible aerial image
simulator, ELIAS. We find that the majority of the numerical error
during the TCC computation is due to the discontinuous bound-
aries of the support of the TCC integrand. We reduce the error
dramatically by using a recursive integration algorithm. Because
TCC is usually computed on uniform grids, we further speed up the
algorithm without increasing the errors. Given the same accuracy,
our new algorithm can speed up the runtime by 100 x-1000 Xx.
Our algorithm also provides smooth tradeoff between accuracy
and runtime. It can be used to benchmark other lithography aerial
simulators. In addition, ELIAS provides an open-source, flexible
software framework to incorporate different lithography settings.

Index Terms—Accuracy, aerial image simulation, C++, ELIAS,
fast Fourier transform (FFT), Hopkins equation, lithography
simulation, numerical algorithm, recursive integration, runtime,
transmission cross coefficient (TCC).

I. INTRODUCTION

N MODERN semiconductor industry, simulations of man-
I ufacturing processes are required to ensure circuit manufac-
turability. Fast and accurate lithography simulation is a key en-
abling technology [1] in the design-to-manufacturing flow, e.g.,
optical proximity correction (OPC) [2], post-OPC silicon image
verification, design rule definition and litho-aware physical de-
sign. These computational lithography applications [3], [4] have
recently received many interests [5]—[8].

A typical full-chip lithography simulation flow is shown in
Fig. 1. The transmission cross coefficient (TCC) matrix includes
all of the optics information. It can be decomposed into a set of
kernels using Optimal Coherent Approximations [9], [10]. The
images can be simulated by convolving masks with the kernels.
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TCC computation

‘ Kernel decomposition

Image simulation

‘ Photoresist simulation

Fig. 1. Typical full-chip lithography simulation flow.

Photoresist can be simulated using, for example, the variable
threshold model [11].

As feature sizes reduce, smaller simulation errors are re-
quired. For example, a critical dimension (CD) error of 5 nm
might be tolerable in the 130 nm technology node, but it is
definitely unacceptable in the 22-nm technology node [12].
Therefore, it is important to improve the accuracy of a simulator
to keep up with the shrinking of feature sizes. In this paper, we
present a very accurate and efficient algorithm for aerial image
simulation.

We prove that the jump discontinuity of the integrand of TCC
on the boundary of the integrand support is the major source
of TCC errors. We improve the computation accuracy by inte-
grating the discontinuous regions using a recursive integration
method. The flow in Fig. 1 requires the computation of the func-
tion values of TCC on a uniform grid, which form a four-dimen-
sional (4-D) TCC matrix. By taking advantage of the correc-
tion between the entries within a TCC matrix, we can speed up
its computation without losing accuracy. As the error of kernel
decomposition can be reduced by hardware improvement [13],
the improvement of the accuracy of TCC directly increases the
aerial image simulation accuracy.

Our algorithm can be used to benchmark other aerial image
simulators extensively. Closed-form solutions have been used
to benchmark lithography simulators [14], [15]. However, a
simulator can not be benchmarked for cases where closed-form
solutions do not exist. Because our algorithm can compute
aerial image very accurately for arbitrary lithography settings,
a closed-form solution is not required any more.

We implement the algorithm in a C++ software package
ELIAS [16]. It can be extended to support various lithography
settings, such as, aberrations, illumination schemes and vecto-
rial imaging. Since ELIAS can compute TCC very accurately,
it can be used to benchmark other image simulation tools.
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The contributions of this paper are:

1) We prove that the discontinuity of illumination and projec-
tion functions is the major source of the numerical errors
in TCC.

2) We introduce the recursive integration method to reduce
these errors.

3) Without losing accuracy, we further speed up the algorithm
by taking advantage of the correlation of the entries in TCC
matrices.

4) Our experiments show that the new algorithm can run
100x to 1000x faster than the conventional algorithm
achieving the same level of accuracy and ELIAS can be
used as a benchmark.

The remaining of this paper is organized as follows. In Sec-
tion II, we review the lithography image simulation model and
the TCC matrix. In Section III, we prove that the discontinuity of
TCC integrand results in the majority of the error in the numer-
ical integration. We introduce the recursive integration method
to reduce the error due to the discontinuity. We speed up the
algorithm in Section I'V. Section V shows the runtimes and the
numerical errors of ELIAS. Section VI concludes this paper.

II. LITHOGRAPHY IMAGING BASICS AND TCC MATRIX

A. Lithography Imaging Basics

The aerial image intensity is given by the Hopkins equation
[17]-[20]:

+oo
9)2/_ T(f+f9+951.9)
XF(f+f9+d)F(f.g)df'dg’. (1)

F(f,g) is the mask transmission function F'(z,y) in the fre-
quency domain, where (f,g) denotes a frequency point and
(z,y) denotes a spatial point. The superscript * denotes the com-
plex conjugation operation. Z( f, ¢) is the image in the frequency
domain. 7(f',¢'; f",4") is the transmission cross coefficient
(TCC), given by

+o0
T ) = [[ TG+ £+ g)

XK*(f+ f".g+9¢")dfdg. 2

The meanings of the symbols in (2) are described below.
* J(f,g) is the illumination function, which satisfies

J(f.9) =0,

We illustrate some commonly used illumination functions
in Fig. 2.

* K(f,g) is the projection system transfer function. It can be
written as

for f2+ g% > 1. 3)

K(f,g) = e S4E9K0(f, g) 4

where ¢(f, g) = \/1 — (f2 + g?2) sin® fop;, A is the wave-
length, 6,,; is the semi-aperture angle at the image plane

®©© O
)@

Fig. 2. Some commonly used illumination schemes. The outer circles are ref-
erences, whose radii are all 1. 7 is a constant over the gray regions.

[21] and z denotes the focus error. Assuming a circular
pupil, o(f, g) can be written as

(279 < 1

Kolf.9) = {0, otherwise )

where ®(f, g) denotes the lens aberration function.

As the feature size shrinks, the process variations become in-
creasingly important. This requires simulation of the effects of
the process variations on imaging characteristics. In particular,
the image intensity sensitivity with respect to the focus error z
in a scalar model can be written as [22]—[24]

an
~I(f.9)
2=0
+oo 'n,
// T(f+f.9+4:1.9)
z=0
x F( f+f g+9)7’*(f g') df'dg’. (6)
In (6), the variational TCC 2 5o —T(f g 19" is defined
z=0

as

sy |

i iz /+OOJf,

m=0

X <¢<f + " g+g") TS (f g+ 9")
xd fdg. (7

X

We only reviewed the scalar model above, which is good for
low numerical aperture (NA). Polarized/high NA imaging [21]
can be formulated in a similar fashion, which also have associ-
ated TCCs and variational TCCs.

Both TCC and variational TCC [see (2) and (7)] are in the
form of an integral of the product of three functions. Since they
are numerically the same, we do not distinguish them and simply
call them TCC in the rest of the paper.

B. TCC Matrix

Aerial images requires the computation of TCC on a uniform
grid in tpe frequency domain [25], [26]. Let us denote the grid
size as A. Based on (5), we have that

Ko(f,g) =0, if f or gisnotin [-1,1]. ®)

Authorized licensed use limited to: University of Texas at Austin. Downloaded on March 02,2010 at 12:49:02 EST from IEEE Xplore. Restrictions apply.



278 IEEE TRANSACTIONS ON SEMICONDUCTOR MANUFACTURING, VOL. 22, NO. 2, MAY 2009

We can find multiple rectangular regions, inside of which
J(f, g) is not always zero, and outside of which is always zero.
Assume that the smallest such rectangular region is of the size

g1 X 09. (9)

Therefore, based on (2), we have that TCC 7 (f1, 91, f2,92) is
always zero outside a 4-D box of size

(2"1‘ 20’1) X (2+202) X (2“1‘20’1) X (2+202) (10)

This means that we need to compute a 4-D matrix, named TCC
matrix, whose entries are

T (i1, 1A, i2A, o A) (11)
where 21, ji, 22 and jo are integers, and (z’lA,leJZAJQA)
are in the box (10). We will take advantage of the fact that the

integrals in a TCC matrix are related to reduce the runtime (see
Section IV).

III. ERROR ANALYSIS FOR TCC INTEGRATION

TCC is an integral of a function with jump discontinuity.
In Section III-A, we demonstrate that the jump discontinuity
can result in large truncation errors using the conventional TCC
computation method. We reduce the errors using the recursive
integration method in Section III-B.

A. Truncation Error Analysis for TCC

TCC can be written as an integral T(u) over a finite region R

In(u) = / /R u(z,y) dady.

The midpoinmumerical integration rule [27] has been used pre-
viously to compute TCC [28], [29]. In this method, the integral
is appropriated as a summation of the function values on a grid
with grid size A:!

IR(’U,) ~ MR’A(U) = AZ ZU(E”)

ij

12)

13)

Here, [];; denotes a grid point, which is the center of a square
as shown in Fig. 3. The summation is over all the square centers
that are in R.

In the following theorem, we show that this rule can result in
a large truncation error when it is used to integrate a function
with jump-discontinuity. The proof is shown in Appendix.

Theorem 1: If a function u(z,y) has a bounded support R
and is smooth in each connected region of R, and the function
and its derivatives to all orders in both arguments are bounded,
then the truncation error of Mg A (u) for the approximation of
Tr(u) is bounded by

[Ir(u) — M a(u)| < C1A% + CoA (14)

Note that A is the size of the grid which is used by the midpoint numerical
integration, whereas A in (11) is the size of the grid where the integration values
shall be computed. A’ which will be introduced later is the minimal grid size
after quadrisections.

ij+1
.
[ L] L]
1,5 —1
A .

Fig. 3. Midpoint Rule. Each square, denoted as [, ;, is centered at (¢A, jA),
denoted as ;.

where C7 and C5 are two non-negative constants that depend on
the function u, but not the grid size A.

Here, C; is proportional to the area of the support R and
is proportional to the average magnitudes of the second order
derivatives of the function u(z,y) on R; Cs is proportional to
the length of the boundary of R and is proportional to the av-
erage jump of the function u(z,y) on the boundary.

Remark 1: When the function u(x,y) is a linear function in
each connected region of the support R, the constant C'; reduces
to zero. In this case, the truncation error is purely bounded by
the A term, which is originated from the jump of the function
u(z,y) along the boundary of the support R. The error is still
dominated from the boundary, when the second order deriva-
tives of the function (z, y) are small. Therefore, to improve the
numerical integration accuracy, the boundary must be examined
separately and is discussed in the next subsection.

B. Improving Accuracy—Recursive Integration

We have shown that the boundaries are the primary contrib-
utors to the numerical integration error. To reduce such errors,
we use the recursive integration method. We then estimate the
runtime of this method.

We divide the domain of integration into smaller subregions
recursively until the approximation in each subregion is accurate
enough (Fig. 5) [30]. Algorithm 1 shows the details. It concen-
trates more on the boundaries than the internal regions. When
the square size is small enough (< A’, A’ is a parameter) or
the integrand is continuous in it, the algorithm does not divided
the square further. In this case, the algorithm still uses the mid-
point rule as an approximation. We denote the approximation of
In(u) on a boundary square as

Mn o (u) = INTEGRATE (u, 0, A). (15)

Therefore, the integral I (u) can be approximated as
IR(U) ~ MR,A,A’(U/)
0) (1)
= AZZ uw(;5) + Z Mp,; ar(u)  (16)
i W
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Fig. 4. Domain of the integration [J can be divided into 4 smaller squares
Oi(z = 1,2,3,4).

Ag . N

Fig. 5. Recursive integration method. The integrand is discontinuous on the
curve. A square is recursively divided into smaller squares, if the integrand is
discontinuous in it. The integrand is evaluated at the not-divided square centers
(dots). A, denotes the square size (k = 0,1, 2 in this case).

where the first summation is over internal squares and the
second is over boundary squares. Compared to the old method
(13), the new method (16) integrates the boundary regions using
the recursive integration method instead of the midpoint rule.

Algorithm 1 Recursive Integration Algorithm

1: function INTEGRATE(u, 0, A')

2:  return A? x AVERAGE(u, [, A’)
: function AVERAGE(u, 0, AY)

A« the size of [J

—

if A > A’ and u is not continuous on [J then

Rl

Divide the square [ into 4 smaller squares
O;(i = 1,2,3,4). See Fig. 4.

5: return 1 "' AVERAGE(u,0;, A)
6: else
7: return ()

The following theorem states the truncation error of this
method. The proof is shown in Appendix.

Theorem 2: If w(z,y) satisfies all the requirements of
u(x,y) that are stated in Theorem 1, then the truncation error
of Mg A as(u) for the approximation of I () is bounded by

|Tr(u) < C1A% + LA/

— Mp a,ar(u) (17)

where C1 and C5 here are the same as C; and C5 in (14).

Remark 2: The only difference between Mg a(u) in (13)
and Mg A ar(u) in (16) is how the integration is done on the
boundary squares. The second term in the right-hand side of
(17) is also from boundary squares. In the recursive integration
method, we can control the minimum square size by A’. There-
fore, that term is related to A’ instead of A as in (14).

Based on the above theorem, we can reduce the error con-
tributed by boundaries arbitrarily smaller by controlling A’. The
following theorem shows the runtime of the recursive integra-
tion algorithm is related with A’ according to a power law. In
practice, we need to choose an appropriate A’ to balance the
error and the runtime. The proof of Theorem 3 is shown in Ap-
pendix.

Theorem 3: The time complexity of Algorithm 1 for a square
O where u(z,y) is discontinuous is

A vy
To,ar o <E>
where +y is a constant satisfying 0 < v < 2.

Remark 3: The constant «y can be inferred experimentally as
shown in Section V.

IV. INTEGRATION ALGORITHM FOR TCC MATRIX

Because not just an entry but a whole TCC matrix needs to
be computed, the information sharing between neighboring en-
tries can be exploited to speed up the algorithm presented in
Section III. In Section IV-A, we derive that a TCC matrix can
be decomposed into a triple correlation term which is mainly
from the internal region and a correction term which is from the
boundary region. We then show how to compute the two terms
efficiently in Sections IV-B and IV-C.

A. Numerical Integration Formula

The TCC integral is a continuous triple correlation of the fol-
lowing form

371 ?/1737273/2

// 7y $+Jz‘1»y+y1)

Xw(x + z2,y + y2) dady. (18)
According to the discussion of the TCC matrix in Section II, we
need to compute h(i157j1&7 i2A7j2A) for integers 41, j1, 42,
and jo. We choose A = A /m, where n is a positive integer.
For any function u(z, y), we denote the function resulted from
shifting the arguments of a function u(x,y) as

u(z,y) = u(r — i,y — jA).
Therefore, we have

h(inA, 1A, is A, J2A)

s e

e (3, y) dady. (19)

We could directly use the recursive integration algorithm to
compute the approximations of all the TCC matrix entries. But
we do not do so for reasons as follows:

1) For any function u(z, y),

A/ (uiZ 2 ) (20)

Mn = MDi1—i2.j1—j27Al(u)

1,51
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which means that shifting the integrand is the same as
shifting the region of integration;
2) We need to compute a whole TCC matrix.

The follows theorem takes advantage of the fact that the inte-
grand is a product of three functions which reduces the runtime
without decreasing accuracy. The proof is shown in Appendix.

Theorem 4: If the integrand is a product of a discontinuous
function u(x, y) and a continuous function v(x, y) over a square
[, we approximate

o) = [ [ utw.pyole) sy

= ME,AI(U)U(E).

Ir(uvw) can be approximated as (22), found at the bottom of
the page. The truncation error of Mg A as(u,v,w) is of the
same order as that of Mg a A+ (uvw).

To simplify the discussions, we introduce a few short hand
notations. For a function u(z, y), we define

1
—QMD” u),
uij—_{OA ( )

by

MD,AI(U7 ’U) (21)

if u(z, y) is continuous in [J;;

if u(z,y) is discontinuous in O;;
if u(z,
if u(z,

y) is continuous in O;;

_ 0,
WUs5 = 1 . . . .
7 { Az Mo, ar(u), y) is discontinuous in [J;;

and
(23)

U5 = Uij + Uyj-

Note that @ is a matrix, whereas ;;, with the index ij, is a
number. Based on the above definitions, it is obvious that
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can be approximated as

h’iljl’izjz

= E UijVitniy,j+njs Witniz,j+njs
ij

E ( )(v_1_7’”1 y—J—ng1 gy —i—niz,—j—nj2
ij

~Ditniy,j+nji Witnia, j+njs ) Wi

(2) e
+ E (u—%—Jw—l—nlza—]—nh

ij

Ui Witnis,j+njgo )vi+ni1 J+nga
(2)
+Z (u
iJ
13§ Ditniy,j+njs ) Witnis,j+nis

) — 4 Jqt— N1, —J—Njiqy—t—niz,—j—nj2
+ U [ w

i

—t,=jy—i—ni,—j—nj1

—UijVitniy,j+njr Witnis,j+njs)

=hiyjyizjs + Piyjrings- (25)

‘We call the first term, denoted as fz, Lj1i2ja» the triple correlation
term, and the sum of the remaining terms, denoted as }Nlil Jréngas
the correction term. In the remaining part of this section, we
discuss their computation methods.

B. Triple Correlation Term

fzil jrizj» 1IN (25) can be rewritten as

Uij =u~"dgg = u=H=J (24)
where we omit the subscript 00 for convenience.
According to Theorem 4, Py jringo Z Z Z Uit mi G 4mj
1 i'=145'=1 15
hisisiais = 7ah(1 8, 18,28, 324) XVir-pn(ivin) '+t ) Wit tn(iiz), i +n(tnga) - (26)
Mp,, ar(u) Mo, a(v) Mo, a7 (w)
Mp, &, a0 (u, v, w) =A Z A2 A2 A2
ij
@) ( Mo,;,a(vw) Mo, ar(v )MD ar(
2 ij> ij
A > i
@) [ Mo,; ar Uw) Mg, ar(u )MD ar(
2 ijs i
rary (e .
@ ( Mg, ar uv) Mn,, ar(u) Mo, ar(
2 ij ij>
rary (M () Mo )
&) [ Mo,; ar uvw) Mn,; ar(u) Mo,; ar(v) Mo, ar(w)
2 i5 i5 i5
rary (Mo 2 (Mo (0 Mo @)
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J
AXAXAXAXAXDY
ocoOoooonOoonOonOs
AXAXAXAXAXT
ooopoodoopBnoones
AXAXAXAXAXDS
ooooonoonoon4
AXAXAXAXAXS
opoOooOoonoon?2
AXAXAXAXAX1
oOoopooOoondonqoo

1 0123456789

Fig. 6. As an example (n = 2), the summation }_, Zj can be decomposed
into for 4 summations on circles, squares, triangles and crosses. They are

zeveni Zevenj’ ZOddi Zevenj’ zeveni ZOddj and Zoddi ZOdd]“

where we decompose a summation into a number of summa-
tions on grids with a bigger grid size as shown in Fig. 6 [29].
We can rewrite (26) as

n n
~ nA—i,,—j/ nA—’i/,—j,
hiyjiizgs = E E E s X Vi1 4
i'=1j'=1 ij

-/ v
nA—t,—]

XMWiyiyjvis @71

o iy
where "it;j = diping, Ui = @iy j—j» and the matrix "a* is

the contracted form of "(%%/). We can see that the term

v .1 ] ./ ./ .1
ngy=i', =i na—i,—j na—i',—j
> i X i iy X Wigiy 4 js (28)

ij

in (27) is a discrete triple correlation.

We will show below that the discrete triple correlation can be
efficiently computed by the fast Fourier transform (FFT). As a
simple case, the continuous one-dimensional (1-D) triple cor-
relation can computed by a two-dimensional (2-D) convolution
(28]

+o00
/ af w(Fyo(f + fyuw(f + )

= (0(f1 = f2)u(=f1)) * (v(fr)w(f2)) (29)
where * is the convolution operator. Similarly, the discrete 2-D
triple correlation can be computed by a 4-D discrete convolution

D ttijOigiy s Wik,
ij

= (6i1i2 5j1j2ﬂ*i1,*j1) * (/ﬁiljl w’izjz) (30)
where 6;; is the Kronecker delta. The convolution can be com-
puted efficiently by the FFT.

C. The Correction Term

Using the definition in (25), we have a straightforward algo-
rithm to compute the correction term h;, j, i,,;, (Algorithm 2).
But this algorithm is slow because of the redundant computa-

tion in Line 5, 7 and 9. It can be seen that there can be multiple
sets of 7, 7, 21 and j; such that

- — 1 = 11
—J— =g 31)
—1 — 19 = Lg
—J = J2=1J2
for any  given %1,3'1, 72 and }2 Therefore,
vTiTiL—i—ii=i=%2,=i=j2 in Line 5 of Algorithm

2 has to be computed multiple times for the same set of super-
scripts. The same observation is true for u—%—Jw—t—%2,—7—7j2
in Line 7 and 4~%—Jp=%=%,=i=J1 in Line 9 as well.

Algorithm 2 Straightforward Correction Term Computation
Algorithm

1: function CORRECTION (u, v, w, n)

2:  forall ¢1, j1, 12 and 7o that are multiples of n do

3: hil/n,jl/n,ig/n,jg/n «— 0

4: for all  and j, where u(z,y) is continuous in
Oij. v(z,y) is discontinuous in [, 1, ;j+;, and w(z,y) is
discontinuous in [;4;, j+;, do

5: hi1/n,j1/n,i2/n,jg/n — (v—z—zl,—]—h w2~ i—J2
—Ditir,jis Wikia, jja ) Ui

6: for all 7 and j, where u(x,y) is discontinuous in
Oij. v(z,y) is continuous in ;y;, j4;, and w(z,y) is

discontinuous in [; 4, j+;, do

7 hil/n,jl/n,iQ n,ja/n (u"y‘]w—l—lz,—J—n
— i jWitin, 4o ) Vitir 4o

8: for all 7 and j, where u(x,y) is discontinuous in
Oij. v(z,y) is discontinuous in [, 1, j4;, and w(z,y) is
continuous in [; 44, 4, do

9: hil/n,jl/miz/n,jg/n — (u_7’7_.71)_7’_11;_]_]1
— i jDitir j4ir ) Widkin, i+

10: for all 7 and j, where u(z,y) is discontinuous in
Oij, v(z,y) is discontinuous in [J;1;, j+;, and w(z,y) is
discontinuous in [; 4, j+;, do

11: his fn s frsio fmgo fm
w—h— Iyt Jiqy—t—t2,—J—J2

Ui, jVitiy j+i1 Witiz,j+io

In order to reduce the unnecessary computation, we transform
the indexes using

i1+ 11—
Jt+i—a
1+ 19 — 19
J+J2—J2.

(32)

The details are shown in Algorithm 3. Note that the recursive
integration is called only once for any set of superscripts in Line
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6, 14 and 18 in Algorithm 3, therefore the runtime is improved
compared with Algorithm 2.

Algorithm 3 Improved Correction Term Computation
Algorithm

1: function CORRECTION (u, v, w,n)
2: for all il, jl, ’iz and jz do
— 0

3: hiyjyisjs

4:  for all i, and j;, where v(z, y) is discontinuous in OJ;, ;,
do

5: for all 75 and jo, where 77 — 72 and j; — 7o are multiples
of n, and w(zx, y) is discontinuous in OJ;, ;, do

6: R ’l}il:jlwiZjQ

7 for all ¢ and j, where 77 — ¢ and j; — 7 are multiples
of n do

8: if u(x, y) is continuous in [;; then

o his =iy /.G =) /moGia =) /mia =) fm += £ X i

10: else if u(z, y) is discontinuous in [J;; then

I hG—i/mGi=i)/mtia=i)/mGa=i)/m +=

Wb Iyt —t2,—J2 — ,&'iji}iljlwizjz
12:  for all 7 and j, where u(z,y) is discontinuous in [J;; do

13: for all 75 and j5, where 15 — ¢ and jo — j are multiples
of n, and w(z,y) is discontinuous in [J;, ;, do
14: t — u—i’_jw_i2=_j2 — ﬁ,;jUA),;QjQ

15: for all 7; and j;, where 47 — ¢ and j; — j are
multiples of n, and v(z, y) is continuous in [J;, ;, do

16: iy i) m (=) fms(iz—i) [,z =) fm F= E X Diyjy

17:  for all 7; and j;, where 47 — ¢ and j; — j are multiples
of n, and v(z, y) is discontinuous in OJ;, ;, do

18: t— u=hTIoTIe I — G0 )

19: for all 55 and jo, where i5 — i and jo — j are multiples
of n, and w(z,y) is continuous in O, ;, do

20: hiy—i) Gy —) iz =i fn. Gz —g) m += & X Wiy

V. EXPERIMENTAL RESULTS

We implement the simulator ELIAS in C++. The simulation
platform is a 2.8-GHz Pentium-4 Linux machine. The lithog-
raphy settings are a normal quadrupole illumination with the
parameters Gconter = 0.92 and o,,4ius = 0.15, and a circular
pupil.

We denote the method using the correction term the “new”
method, and the method using only the triple correction term the
“old” method. We show the accuracy and the runtime of both
methods. We demonstrate that the new method is much faster
than the old method for the same accuracy requirements.

A. Accuracy Verification

We denote the exact solution and the ~simulation result of

T (114, j1A,i2A, j2A) as Ty, j,i,5, and i, 44,5, We denote
the error as
Ei1j1i2j2 = lelizjz - lelinQ .

The worst case (WC) error is defined as

Ewc = max Ejji,j,-
11711272

The root mean square (RMS) error is defined as

1
ERN{S = N Z El21]1t2]2

117122

where [V is the number of nonzero 7;, j, 4, j, . In the experiments,
we took A = 0.1.

As we have shown in Theorem 2, the error of TCC is con-
tributed by the internal regions (C;A? terms) and the bound-
aries (Co A’). However, if the integrand is a linear function over
the internal regions, the error is only contributed by the bound-
aries. To analyze both types of errors, we consider an infocus
case, where the integrand is constant, and a defocused case (z =
100 nm), where the integrand is in general not a linear function.
In the infocus case, all the errors come from boundaries. In the
defocused case, the errors come from both boundaries and in-
ternal regions, but we can reduce errors from boundaries by re-
ducing the minimum recursive integration grid size A’. From
the infocus case, we can determine how small A’ should be in
order to make the errors from boundaries small enough. With a
small enough A’, all the errors practically come from internal
regions in the defocused case. By this way, we separate the two
types of errors.

For the infocus case, we use the method from [15] to generate
the exact solution. It essentially converts TCC region integrals
to line integrals, which can be computed analytically. Therefore,
it produces results that do not have truncation errors.

Fig. 7 shows the errors in the new method as functions of A’.
Obviously, the errors always decrease as A’ decreases and can
be reduced substantially small. Fig. 8 shows the errors in the old
method for different n. We can see that the ratio between Ewc
and Fgrys of the old method is a few times bigger (about 5)
that the ratio of the new method, which means the TCC matrix
errors of the latter case is more evenly distributed than those of
the former case. Since A is the same for both methods, when
the minimum square size of the old method A = A /n and the
minimum square size of the new method A’ (A = A, since
n = 1 for this case) the same, we should have approximately
the same errors. This relation is confirmed by the data replotted
in Fig. 9 (a combination of Figs. 7 and 8).

For the defocused case, since there is no analytical solution
available in the literature, we chose the results computed with
a small enough A’ = 1 x 10~* and a big decimation factor
n = 200 as a close approximation to an analytical solution.
As shown in Fig. 9, A’ = 1 x 10~* is small enough to bound
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Fig. 7. Errors for different A’ of the new method (n = 1) (the infocus case).

1 E T T T N

3 WC o 7

: 3 MS o+
5 01E R R -
- o é
] L © 0000
g 001 ¥ E
< E E
Lg) L + ]
0.001 + 2

1e-04 —
1 10

n

Fig. 8. Errors for different n (ratio of the TCC matrix grid size A and the
simulation grid size, see (26)) of the old method (the infocus case).
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Fig. 9. Errors of the new (with respect to A’, n = 1) and old (with respect to
A/n, see (26) for the definition of 1) methods, where A = 0.1 (the infocus
case).

the errors due to boundaries to the order of about 1 x 1079,
which is practically very small. In this case, when all the errors
from internal regions are much larger than 1 x 107, we can
ignore the errors from boundaries as if all the errors are from
internal regions. According to Theorem 2 (see the C; A? term),
the errors shall follow power-laws of n. In Fig. 10, the errors
of the old method indeed follow power-laws of n, when n is
between 1 and 100. The errors of the new method follow power-
laws of n up to n ~ 40. Beyond n ~ 40, the errors of the new
method are of the order of 1 x 10~%, in which case the errors
from boundaries (when A’ = 1 x 10~%) are longer negligible.
It is clear to see in Fig. 9 that the errors of the old method are
much greater than the errors of the new method for the same n.

B. Runtime Characteristics

The runtime for the defocusd case shall be the same as that of
the infocus case, for the same parameters A, n, and A’, because

ey :
WC old

g O1F RMS old ------
ETS: 0.01 F. y e
< 0.001 E~
 le04 F
g 1e-05 |
= 1e-06 F
10_07' Lol L
1 10 100
n
Fig. 10. Errors of the old and new methods with A’ = 1 x 10~*%, where

z = 100 nm. Compared with the new method with n = 200 (see (26) for the
definition of ) and A’ = 1 x 10~* (the defocused case).
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Fig. 11. Teonv as a function of n (see (26) for the definition of n), where A=
0.1. Teony x n2.

the same program can be used for both cases. Therefore, we will
only show the runtime for the infocus case.

Let us denote the runtime of the computation of the triple
correction term using the convolution as 7y and the runtime
of the computation of the correction term using Algorithm 3
as Teorr- Obviously the runtimes of both methods are known if
Teonv and Teo,, are known. Below, we show how the parameters
A and n affect the runtime Teonv and how the parameters A, n
and A’ affect the runtime 7...,,.

Fig. 11 shows Tcony as a function of n, which demonstrates
the relation

2
Teony X N°.

(33)

This is because the runtime for the discrete correlation (28) does
not depend on 7 but there are n? such terms in (27). Fig. 12
shows T, as a function of A or equivalently A, since n = 1.
The runtime 7., is dominated by the FFT used in the convo-
lution, which can be written as

1 c\*
Tconv X F log (Z)

where C' is some constant. For small enough A compared with
C, the change in the log term due to the change in A is less
important than the term in front of it. Therefore, we can take the
log term as a constant and we have

1
A+
which is consistent with the data in Fig. 12.

Since the majority of the runtime T, is taken by the recur-
sive integration, 7., shall be related to A’ to a power between

(34)

Tconv X (35)
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Fig. 14. Runtimes of the new (with respect to A’, » = 1) and old (with respect
to A/n) methods, where A = 0.1.

0 and 2 as discussed in Section III-B. Fig. 13 shows the runtime
T.orr as a function of A’ (n = 1), which can be approximately
written as

1
AI
where the power is about 1. Fig. 14 is a combination of Figs. 11
and 13. As we have shown that when A’ of the new method and
A /n of the old method are the same, these two methods generate
results of approximately the same accuracy for the infocus case.
Fig. 14 shows that the runtime of the new method can be much
faster than that of the old method for the same accuracy. Fig. 15
shows the runtime 7., as a function of A or equivalently A,
since n = 1. The power law relation between T, and A is due
to the fact that the number of the recursive integrations that are
computed is proportional to the number of the boundary squares,
which is inversely proportional to the square size A.

Fig. 16 shows the runtime for the correction term as a function
of n. We can see that there is an optimal n which gives the min-
imum 7oy, This can be explained in Fig. 17. When n is small,
A can be as big as A and there will be some unnecessary re-
cursive integration function calls (represented by gray dots and

(36)
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Fig. 15. 1o as a function of A (n=1land A’ =1 x 107%).

lines) compared with the case where 7 is median. When 7 is big,
A can be as small as A’ and the number of the recursive inte-
gration function calls reaches the maximum—(A /A’)2. There-
fore, an optimal runtime is achieved for some median n between
1and A/A/.

Since T,y increases quadratically with the decrease in the
minimum square size (related with n, see (33)), while T¢o,, in-
creases linearly with the decrease in the minimum square size
(related with A’, see (36)), Teony Will be bigger than T, for
a small minimum square size. The old method is slower than
the new method in this case. For example, the new method with
n = land A’ = 1x10~* give results with the same accuracy as
the old method with n = 1000 for the infocus case. According
to Fig. 11, we have Teony(n = 1) & 1 sec, and by extrapolation,
we have Tiony (n = 1000) = 3 X 10° sec. According to Fig. 13,
we have Teor(n = 1,A’ = 1 x 107%) & 100 sec. Therefore,
the new method speeds up the runtime 3000% of times for the
infocus case.

If we choose A’ = 1 x 10~%, the error introduced by bound-
aries in the infocus case can be estimated as 1 x 106 (see Fig.9),
which is also an estimate of the error introduced by boundaries
in the defocused case. We require that the total error is bounded
to the same order. Therefore, we need to take n about 1000 in
the old method, and to take n at least 40 in the new method (see
Fig. 10). According to Fig. 16, Teore(n = 40, A’ = 1x107%) =~
40 sec; according to Fig. 11, Teonv(n = 40) & 1 x 102 sec; and
we have estimated Topny (n = 1000) & 3 X 10° sec. Therefore,
the new method speeds up the runtime hundreds of times for the
defocused case.

C. Application to Aerial Image Simulation

In Hopkins equation, the TCC matrix can be used directly to
simulate aerial images. We use this equation because the errors
in aerial images are only due to the errors in the TCC matrix,
which is ideal for the quantification of the aerial simulation er-
rors solely introduced by TCC errors. We show below how much
aerial image errors are for given amounts of TCC computation
time.

Here, we simulate an isolated via of size 105 nm, where the
background transmittance is 1 and the feature transmittance is
0. We still use the quadrupole illumination that we mentioned
previously. The numerical aperture NA = 0.8 and the wave-
length A = 193 nm. We choose A = 0.1. CD is measured at
the threshold of 0.6.
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Figs. 18 and 19 show the CD errors as a function of TCC
computation runtime using both the old and new methods for
the infocus case and the defocused case, respectively. It is easy
to see that the CD errors of the new method are much less than
the error from the old method with the same amount TCC com-
putation time. The new method can give almost accurate results,
for example, 1 x 10~* nm CD error as shown in Fig. 19, with
about an hour TCC computation time. For the same accuracy
requirements, the runtime of the old method can be estimated
as about a hundred years by extrapolation. Therefore, the new
method can be used to benchmark other lithography simulators.
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Fig. 18. CD errors versus the TCC computation runtime (the infocus case). (a)
The old method. (b) The new method (n = 1 and A’ = 1 x 10~*). No data
points are shown, when Runtime is over 100 s, because the CD errors are almost
zero under these conditions.

100 g—rrrrr——r e
g b :
B Lo ]
é 10 3 4 Ooo 3
3 o E
& - %o ]
a 1E AR 3
O E OOOO E
E i %o
> 0.1 PESERTTY SR ETTT| BT E TTIT B S WA T

1 10 100 1000 10000

Runtime (sec)
(@

— 10 ——rrrrr—— e
g 1E ° E
\: 1F g .
5 01F o :
g 0.01E % .
a L MR 3
) 0.001 ; o 000 :
< le-04 F 000
- 1e-05 R B ST B AR

10 100 1000 10000

Runtime (sec)
(b)

Fig. 19. CD errors versus the TCC computation runtime (the defocused case).
(a) The old method. (b) The new method (n = 1 and A’ =1 x 10™%).

VI. CONCLUSION

It is very important to reduce lithography simulator error as
technology improves. We find the major error contributor in
conventional transmission cross coefficient (TCC) computation
method. We improve the accuracy by using a recursive integra-
tion method and by using a previously overlooked correction
term. We implement the algorithm in an open-source software
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package ELIAS. The simulation accuracy and runtime are sig-
nificantly improved. It is flexible to take arbitrary lithography
conditions can be used to benchmark other aerial image simula-
tors, which is essential for nanometer design-for-manufactura-
bility.

APPENDIX
PROOFS OF THEOREMS

Proof 1 (Theorem 1): We use D to denote the support of
u(z,y) and 9D to denote the boundary of the support. And we
denote the bounds of u(z, y) and its first and second derivatives
in R as

lu| <¢ (37)
‘8 ‘<77 and ’g—Z’gn (38)
U 271/

w‘ge and ‘a—y2’<6 (39)

where (, n and 6 are all constants.
The truncation error of Mg A (u) (see (12)) can be written as

Tn(w) = M@l < 3o, (0) - A2u(@;)

(1)
+§ |1Dij (u) -
ij

where the superscripts of > ’s indicate how many functions in
the integrand are discontinuous and Io(u) denotes the integra-
tion of u over the square [

W= / /D w(z,y) dzdy.

The first term on the right-hand side of (40) is summed over all
squares where wu is smooth, and the second term is summed over
all squares where w is discontinuous.
The truncation error for each square can be described as in
the following two cases.
1) The function u(x, y) is smooth in the square [J. According
to the Taylor’s theorem,

APu(0;)|  (40)

) =utao,0) + (o = ) 3+ (0 = o) - Yoo o)
1

+3 (=g + G-y ) ule )

where (o, o) is the square center [, and (x
point satisfying

*,y*) is a

(" —20,y" —y0) = (A(x —20), Ay —%0)), 0 <A< 1.

Therefore, we have the truncation error
|ID( - A? U($07yo)|

u(z,y) — u(zo, yo)) dxdy‘
02 02
// (z — z0) a_+(y_y°)28_)

[
+(y—10)?) dady= —A4-

(41)

\
oD

Fig. 20. The support D of the function is the region enclosed by the circle
which is denoted as 9 D. The summation Zij (©) is over the dark gray squares,

and the summation Ezj (1) js over the light gray squares.

2) The function u(z, y) is discontinuous in the square [J. The
truncation error can be estimated as

[Io(u) — A%u(wo, o)
</ |u(z,y) — u(xo,yo)| dedy
O

S/ ¢ dzdy = CA% (42)
JJo

By using (40)—(42), we can derive that the truncation error
of Mg a(u) is bounded as follows:

© iy (50 0
|Ir(u) — Mp a(u |\12Z A CZ A2,

ij

As an example, we show the sup ort of a function in Fig. 20.
The summations Zz, and ), ) are indicated by the dark
gray squares and the light gray squares. It is obvious that the
number of dark gray squares is bounded by A(D)/A?2, where
A(D) is the total area of the support D, and the number of light
gray squares is bounded by C;l(0D) /A, where C} is a constant
and [(OD) is the length of the boundary dD. Therefore, the
truncation error can be estimated as

|IR(’U,) — MRVA(u)| < ClAz + ChA
where C; = A(D)#/12 and Cy = C)l(0D)(. []

Proof 2 (Theorem 2): According to Algorithm 1,
Mp as(u) can be written as

=2 800 ulBh)

—Z( )A w(Ek,;) +Z( )Agu (Eo,i)

(43)

Mo ar(

where Ay, denotes the square size and the subscript 4 ; is the
index of a not-divided square of size Aj. The superscript of the
summation sign again denotes whether v is smooth or discon-
tinuous. Therefore, we have the truncation error

Ho(u) — MDA’(U)|
<Z o (u) — AZu(E,)]
+Z( s () = AZu(@y,)

<Z —A4 Z(l)cAg.

Using the inequality
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Fig. 21. Two extreme cases of the recursive quadrisection of a square.
2
Zx? < <le> , forxz; 20
% )
we have

2 2
Z(O)Ai < (Z(O)Az> < <ZA§> < (A?)7 = At

Similar to Proof 1, the number of terms in the summation
Zi(l) is bounded by Cylin(D)/Ag, where C is the constant
that we mentioned in Proof 1 and I5(9D) is the length of the
boundary 9D in the square []. Therefore, we have

0 Cyln(D)
T — Mg ar < Aty ———— 7
(1) = Mo, ()] < 15A% + 25

< %A‘* + Cllg(oD)¢A”.

¢AS
(44)

We can then derive that the truncation error of Mg A ar(u)
is bounded as

[Ir(u) — Mp A ar(u)] < C1A% + CA'. (45)

where C; = A(D)#/12 and Co = C11(0D)(. ]
Proof 3 (Theorem 3): Let T; be the runtime of Algorithm

1 for a square of the size A; Because Algorithm 1 is a recursive

algorithm, we can approximate 7; by a recursive sequence

Tiv1 = = CO4T; + (4 Cd)To =C4T; +b

where Cq4 denote the number of the smaller squares of size A;
that needs to be further divided and b = (4 — C4q)Tp, where Tj is
the runtime of the midpoint rule for a square that is not divided.

The constant Cy is bounded (1 < Cy4 < 4) practically:

1) Fig.21(a) shows the case for Cq4 = 1, which rarely happens
in practice. The recursion will not be sustained if Cy is
smaller than 1.

2) C4 = 4 means that each squares is quadrisected unless it is
smaller enough. This is equivalent to use a uniform grid as
in Fig. 21(b), which is impossible, because cutting all the
squares of a small enough size means that the curve is not
simple.

We approximate Cy for different ¢’s by a same constant Cy4 (0 <
Cq4 < 2), which is some kind of “average” over all ’s. We can
transform the recursive relation to

Tiy1 — = Ca(T; - B)
where 8 = b/1 — Cy. Therefore,
T, =Ci(To-B)+ B =aCq +p

where o = To— 3. The level of recursion n can be approximated
as n = log A/A’. Therefore, the runtime of the recursive inte-
gration (15) over a square [J of size A is

A log Cq
“(3)

where the additive constant (3 is ignored for large A/A’ and
0<logCyq < 2. |

Proof 4 (Theorem 4): By distinguishing whether
w(z,y) v(z,y) w(z,y) are discontinuous or not, we can
approximate I (uvw) as

Tha = aCPEA/A = (46)

MR,A,A’ (’11,7 v, U})
0
:AZZ( )u(E” U Ei]-)w
ij

(1) ¢l )
+Z Mg, ar(v, uw +Z Mg, ar(w,uv)

(1)
Dij +Z Mgi]A/(umw)

(2) (2)
+E Mg, A(vw,u) + E Mg, Ar(uw,v)
(2) (3)
+ E MDiij/ uv, ’U} + E MD LAY uvw) (47)

where the superscripts (™) (n = 0,1,2,3) of the summation
signs denote the number of functions of u, v and w that are
discontinuous in [J;; and the discontinuous functions are in the
left arguments of Mg, ar(-, ).

The truncation error of (21) can be written as

[To(uv) — Mo ar(u, v)]

// w(z, y)v(z,y) dedy
-l

it

see(48)
‘ / MD A/

(v(z,y) — v(z0,v0)) dxdy’ :
Using Taylor’s theorem, we have

‘// u(,y) MDAAQ( )) (7,y) dzdy

MD o )) (70,%0) dﬂ?dy‘

‘// o) =

v(zo,Y0) dxdy‘

see(49)
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’// (. y) MDAAQ’( ))
(o= e+ - )y )ole

<Gllo(u) — Mo ar(u)]
- Curho //Dux il + Iy — i) dady

y¥) dxdy‘

Ou 4 , A3
12 2
where we have used (44). Here, (, n and 6 are still the bounds of
functions and their derivatives, and their subscripts denote what
the functions are. We also have

(48)

‘ / O %%;(M(U(x’y) —v(z0,%0)) dxdy’

< Cu|ID(v) -

where we have used (41). Ignoring (49), which is bounded by a
higher order term of A, the truncation error of (21) is bounded
as

’11,6’11
Mao(v)| = 41_2A4 (49)

3

A
|ID(U/U) _MD-,A’ (u7 ’U)| < ClD(Du)CugvAl'i'Cunv 7 (50

Let f(z,y) = u(z, y)v(z, y)w(z,y), we have

N+, 6y

It is clear that the number of terms in the summations ZZ j(l),
Zij(z) and Zi]-(‘g) in (47) is the same as the number of
terms in the summation ), j(l) of (51), which is bounded
by C)l(0D)/A. Here, D is the support of the function
u(z, y)v(z, y)w(z,y).

Using (41), (50) and (44), the truncation error of (47) can be
estimated as

[o(uvw) — Mp a,ar(u, v, w)]

CUOD) ., x5

A(D)
< TC&AZL + Cll(aD)CQAI +
where C7, Cs and C5 are constants depending on the bounds on
the functions and their first and second order derivatives. There-
fore,

[Io(uvw) — Mg a ar(u,v,w)]
< (A(D)Cy + Cll(ID)Cs) A% + Cil (D) C2 A" (52)

which is of the same order as (45).

Noting that Mp a(u) is the same as A?u(Q) if u(z,y) is
smooth in the square [, we can easily derive (22) with some
simple mathematical manipulations. [ |
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