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ABSTRACT performance. In general, compressive (tensile) straiménchan-

nel increases mobility of PMOS (NMOS) devices. There are sev
eral ways to impart mechanical stress to a device such ashad) S
low trench isolation (STI) around active area, b) SiGe, in the
source/drain (SiGe S/D) region c) Contact etch stop lay&SQ
and d) Embedded §i.Ge, channel. [2] has observed that the mo-
bility enhancement by using several simultaneous strepatriing
technigues can be more than the addition of individual carepts.
One of the stress imparting techniques, SiGe S/D, is manufac

Enormous technical and economic challenges facing teoggaical-
ing has rendered strain engineering techniques as theatetabler

of high performance designs in subonm geometries. One of these
techniques, source/drain (S/D) SiGe, has an interestimggpty that
the mobility of the device is dependent on the size of actiema
(AA) surrounding it. To exploit this phenomenon for higher per-
formance, a circuit designer needs first order and compuiztyy

tractable transistor level models. This paper providesfitlse AA db hi i ; d drai | f
sizing dependent RC switch level model of a logic gate whish ¢ tured by etching away silicon from source and drain (S/Djareg

: - : : MOSFET and filling them epitaxially with §i.Ge, alloy where
be readily used by circuit designers. We derive the methoggol a ) ;
to optimally useAA sizing for some common cells such as NAND, xe (0.2, 0'4)’. hence_the name SiGe S/D. Flgure 1 shows such a
NOR and INV. For the first time, we formulate a convex optitima ~ F MOS S/D SiGe device graphically. Due to mismatch between th
problem forconcurrent AA and gate sizing problem for performance I_att|ce constant O.f S'Ge. in S/D region and .S'.'n channe_l regiat-
optimization and solve it optimally. We also analyticallyhee AA tice constant of SiGe Si), compressive strain is created in the chan-
sizing aware optimal repeater insertion problem for degaliith the nel Wh'Ch g‘cfeases t(;ne IjﬂObI|I;y Qf hqles._ISmcedc;nly cors: 9"‘&?5
menace of long global interconnects in modern chip desigpeE stra}ln can be |m;r)]arte + SiGe S/Dis primarily used for PM
imental results demonstrate that our methodology can eethier- ~ Performance enhancement.
chip long global interconnect delay by 9% and inter-modaltegle-
lays by 10% with only 11% increase in dynamic power dissgrati

Categories and Subject Descriptors RI SiGe SiGe SiGe
B.8 [PERFORMANCE AND RELIABILITY ]: General T—

P
General Terms Silicon

Design Performance
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Stress, Performance, Sizing, Repeater, Buffer Figure 1: Side view of a SiGe S/D device. Source/Drain regisn

are epitaxially filled with SiGe which compresses the chanre

1. INTRODUCTION SiGe S/D technology has three parameters of paramounégtter

. . . The recess depth (“R” in Figure 1), concentration of Ge (tlee
As technology scaling becomes prohibitively expensivejicde value of x in Si_,Ge,) and the active area®) dimension (‘L,,”

engineers have been working hard to push the envelop ofrperfo.

mance from an existing technology node. Exploting mectanic in Figure .1)' Increasing any one of these three parametere.a'.aes
stress dependent performance is a major part of this effamall the magnitude of compressive stress thereby enhancingahii

device geometries (undépOnm) are more amenable to mechani- of holes_fur_ther. The upper-limit of Fhesg three_ parameemund

cal stress effects as comparedutim technology nodes since these by pgrm|53|ble I(?akage currgnt, IaFt|ce Fjlslocatlon wiee and lay-
effects have small geometric range of impact. Once coreidar out size respectlvgly. The d'mens.'OBPL'S ameasure of_the length
phenomenon to avoid, mechanical stress is now routineljoied of AA between adjacent poly devices. Through electrical measure

by all majorP manufacturers: IBM's PowerPC5, AMD's Opteron ments and process simulations, [3] has observed that siogethe

and Intel Pentium-1V [1] have used mechanical stress totibes _dlmensmn L, can cause sul_)stantlal Increase in compressive stress
in the channel, leading to higher mobility improvement. \@éer
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colludes mathematically into the analytical solution legdto 9%
further decrease in global interconnect delay as comparegtimal
solution withoutAA sizing. Similarly, performing simultaneous gate
and AA sizing preserves the convexity of the resultant optimarati
problem which can be solved optimally to achieve more tha¥ 10
further reduction in delay through a module compared to giateg

without AA sizing. Such impressive reduction in cycle time of the

design comes simply by exploiting stress by layout modifdceand
can be performed by designer.

Rest of this paper is organized as follows: Section 2 pregenat-
vious work and our primary contribution®A sizing aware cell de-
lay model is derived in Section 3. In section 4 we soMesizing
aware repeater insertion and simultanedfAsand gate sizing show-
ing impressive results. Discussions about various pdambiwith
AA sizing methodology and conclusions derived from this wakk a
presented in Section 5.

2. PREVIOUS WORK AND OUR CONTRI-
BUTIONS

There has been a plethora of work [4][5][6][2] on the use af-va
ous techniques for imparting mechanical stress to NMOS M0 %
devices. A recent work [3] reported the layout sensitivitynobility
of S/D SiGe devices. Essentially, larger SiGe source/degions
means bigger stressor next to the channel which increasesdréss
value in the channel, making the device faster. Based on [tHis
proposed usingA size modulation for post-routing timing improve-
ment by utilizing whitespace in the design. [1] assumed gkstic
linear delay model for reduction in cell delay as a functidnA&
increase. In addition, they do not consider the capacitameease
while sizing AA. As we will show in Section 3, due to the impact
of growing AA capacitance, the timing improvement is not linear.
Recently, [7] touched upon the issue AA sizing for timing im-
provement but restricted it to only the devices at the bogndé
a standard cell. Additionally, [7] deals with only individugates
without embedding them in a real design flow.

Primary Contributions

e We develop the first systematic parameterized model fosresi
tance and capacitance change due to active area sizingy Usi
these, we build parameterized delay models for basic gat
like INV, NAND, NOR etc.

n

PMOS device with 9Am L,,. Now, let theAA (i.e. L,,) of this de-
vice be increased t& times its original value (i.e. to Kjl,). Under
such circumstances, lexgSdenote the multiplicative increase in the
mechanical stress due to increase in active area dimendtased
on the electrical measurements and simulations data imigjlot
the increase in mobilitySx , vs theAA sizing factorK in Figure 2.

45
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Figure 2: Channel stress vs L, curve. Stress values normalized
to the value at nominal L, of 90nm.

The different curves above are shown for various recesshdept
('R’ in figure) and various fractional concentration of GeSiGe
('Conc’ in figure). From Figure 2 we note that increasing ssce
depth and Ge concentration increases the stress in the elheamh
that the stress is much more sensitive to Ge concentratamtthre-
cess depth. Qualitatively, one can notice the sharp inengestress
as the L, is sized upto 3 times its original value (i.&(=3). The
increase in stress is marginal once the valu&ajoes beyond 5. It
is widely accepted that the mobility of the PMOS device idily
proportional ([2] even observed super-linear dependetodée uni-
axial compressive strésin the channel. Therefore the change in
mechanical stress,zScan be mapped on to an equal change in the
mobility. From basic device knowledge, we know that the egjeint
resistance of a device is given as follows [10].

_ Voo €
uCoxW (Vas — Vr — 0.5Vpsar)

Eqgn 1 implies that the equivalent ON resistance of a devide-is

Ron

versely proportional to its mobility. Hence increasing thebility

e&)y sizing up L,,) decreases the equivalent resistance of the device.

This equivalent resistance can be used for switch level Rilysis

Guided by our simple yet reasonably accurate analyticakiod Of the circuit. Let the resistance of the PMOS device scavendoy

we enhanced two classic interconnect and gate timing opti@ multiplicative factor” when the L, distance is increased by
mization techniques - repeater insertion and gate sizing - b times. Owing to inverse relationship; is simply the inverse of §
performing them simultaneously wifkA sizing methodology.  of Figure 2.

Our results show an impressive 10% decrease in interconnect Using the tool GNUplot, we performed curve fitting betwen
and gate delay. and L, for the data points corresponding to various Ge concentra-

. . tion and recess depths in Figure 2. For each of these casasatd
To the best of our knowledge, our work is the first attempt_ to ab point fit with high fidelity (> 99.9%) to the functional form
stract out the advantages of strained devices from the psagien- K

ulation realm systematically into the gate/circuit levetlaoupling
AxK+ B

it mathematically with timing optimization techniques whicircuit
designers use routinely. where A and B are constants. Putting the boundary condition that

K=1 (which means no increase A size) would correspond to A=
(which means no decrease in series PMOS resistance), waget t
relationship B2 —A giving

F=

3. AASIZING AWARE CELL DELAY MODEL

ITRS roadmap [8] predicts the contact dimension ofv&6for
the 45vm technology node. After accounting for spacer dimensions,
we estimate that the typical,L. distance in the 45m process to be
around 90-10Am. This estimation also matches thg,Lldimension
mentioned in [3]. In the rest of the paper, we use the defgyldis-
tance as 99m for the 45:m technology node Consider a nominal

K
F=—— 2
AxXxK-A+1 )
From above, we note that is the only parameter relating and K.
The value ofA will depend on the Ge concentration, recess depth

2SiGe in S/D region injects uniaxial (only along the chanistigss.
STI which surrounds the device area injects bi-axial str&es bi-
axial stress, mobility vs stress curve is in general noalirfé].

Lif for a particular fab this value is different, all that clys in this
paper is the base value to which we normalize all stress salue



and other process parameters. We will refer to the parametess  the bottom-right diagram in Figure 4. Note that the resistanf the
Sngle Fitting Parameter (SFP) here on.A=1 would mean PMOS PMOS has been scaled (dowR)times (F < 1) due toAA sizing
resistance is independent AA sizing. A <1 impliesincrease in and the diffusion capacitance of the PMOS has been scalgdyup
PMOS resistance with increasidd\ size. A >1 implies PMOSre- K (K > 1) times to account for largeXA.
sistancedecreases with increasingAA size. Of course, in our case Using the notation that the delay of a cell is the averageefah
A >1 and we will use this property to prove the convexity of con- and rise times [10], we obtain th#A sizing aware 2-input NAND
current Gate anéA sizing later in the paper. gate delay as

For a common value of Ge concentration such as 20% [2] and D(K) = RC (1+ F)(1+ K +0.5h) + 0.5RC 4
recess depth af20nm, Figure 3 shows the data points and the fitted
curve. The value ofFP is found to be3.4 by curve fitting. Fora  ReplacingF in terms ofSFP from Eqn 2 transforms above into
different SiGe recipe, this constant may be different bwoint affect (A+1)K —A+1
the general trends of our results. This leads to the finalesgion as D(K)=RC ( AK —AT1 (14 K 4 0.5h) + 0.5)

K (%)

F=— (38)  The nominal delay of the 2-input NAND cell without amA sizing
34K — 24 . o . . o
can be obtained by substitutifg = 1 in Eqn 5 i.e. it it equal to
D(1). DefineAD(K) as the ratiaD(K)/D(1). For a given value
o 110 of SFP and fanout load hA D(K') remains only a function of th&A
o5 100 sizing. Consider the case df = 3.4 which corresponds to the fit
B os0 derived in Eqn 3. Under this scenario, we plot the valuA@ (K)
8 080 vs K in Figure 5 for various capacitive load. The term "FO4” refer
8 o0 to fanout of 4 and so on.
'% 0.60
3:) 0.50 1.05 -
g 0.40 | FO3
& 030 T T T T y FO4
1.00 3.00 5.00 7.00 9.00 11.00 ~ 0.95 _\‘
Active Area Sizing (K) S/ '
Figure 3: Curve fit for decrease in PMOS series resistance vs § 08 '\; i
increase in L,, for 20% Ge and recess depth 120nm a o851 Y ¢
\
The above model allows predicting reduction in the serisisre 08 - Fo1d
tance of the PMOS transistor as a function of the increasenigth 075

of AA (i.e. L,p) around it. We will use the model represented in
Eqgn 2 for theoretical derivation and that in Eqn 3 when nuoari ) o
values are required. Active Area Sizing (K)

_ With the above understanding and model, we will devéiéysiz-  Figyre 5: Delay decrease (normalized to unstretched cell)sthe
ing aware cell delay models. For the sake of brevity, we &Etan  extent of AA sizing. Beyond a certain limit, AA capacitance’s
provide the final results for other gates such as 3-input NARD From Figure 5, we observe that starting frdih = 1 (i.e. Ly,
input NOR, 3-input NOR and inverter gate. Consider the tgpla = 9onm), the delay decreases monotonically until a particusdues
of a 2-input NAND gate shown in left half of Figure 4 corresgen  of K depending upon the fanout load. Let's call this pafit,;.
ing to the transistor level schematic in top-right. Let spiiR and  Higher is the capacitive load on the cell, more is the valué&of;
meaning that highly loaded cells require largérsize. The delay of

Layout Schematic the 2-input NAND gate at their optimal delay point is approately

VDD 25% lesser for a fanout of 10 loading and 20% lesser for a fawfal

L loading. Lets call this delay aB,,:. Sizing up theAA beyond after
pp P

corresponding<,,: does not improve the delay because the increase
in AA capacitance outweighs the benefit of reduced PMOS reséstanc
(see Figure 4). In fact, if théA is sized beyond a certain limit,
the delay of the gate becomes even bigger than the gate witifou
increase. Lets call this point as, K. and as an example,&,»=6

for 2-input NAND gate with fanout of 4 loading in Figure 5. Our
analysis can be easily applied to other basic and more cargptes

by analyzing its layout and making the equivalent RC switslel
network. Based on the method above, we compiegt, D,,: and
Kz for frequently used gates (NAND, NOR etc) and are shown

in Table 1. o ] ]
Let us call Eqn 4 as theharacteristic delay equation for a 2-input

NAND gate. On similar lines, the characteristic delay et of
other common gates (after derivation following the stepssepare

C denote the resistance and capacitance of a unit width NM®&S d presented in Table 2.

vice. Assuming that the original,), of the PMOS (as shown in the We observe that for the gates in Table 1, the delay of the gate c
figure) is90nm and it is increased td times leading toF' times  be reduced by around 17% on an average for fanout of 4 loadithg a
decrease in series PMOS resistance, the RC switch levellmbde by 23% for fanout of 10 loaded gates. Such a significant deerga
the NAND gate driving a fanout load of hC can be represented aslelay of the cell can be very useful for high performancegtesiWe

Figure 4: Schematic, Layout and RC Switch models for 2-input
NAND Gate. Note the impact ofAA sizing in switch model



Fanout 4 Fanout 10
Name Kopt Dopt Kmaw Kopt Dopt Kmaw
INV 178 | 0.82 | 4.63 231 | 0.76 | 9.54
2-NAND 197 | 0.80 | 6.00 257 | 0.75 | 12.45
3-NAND 172 | 0.84 | 4.22 220 | 0.78 | 8.31
2-NOR 166 | 0.83 | 3.79 211 | 0.78 | 7.46
3-NOR 1.62 | 0.84 | 355 203 | 0.78 | 6.66
AVERAGE || 1.75 | 0.83 | 4.43 224 | 0.77 | 8.88

Table 1: Optimal AA sizing, optimal delay (normalized to cell
without AA sizing) and maximum sizing for common gates

Name Equation

INV RC(F +1)(K +0.5h +0.5)

2-NAND | RC ((F +1) (K +0.5h + 1) +0.5)
3-NAND | RC ((F +1) (2K + 0.5h + 1.5) + 1.5)
2-NOR | RC((F +1) (2K + 0.5h +0.5) + FK)
3-NOR | RC((F +1) (3K 4 0.5h + 1) + 3FK)

Table 2: AA Sizing aware Elmore Delay Equations for some
common gates

also infer that each cell's,), needs to be sized up by approximately
75% to 125% of its original value for obtaining the best perfance.

4. TIMING OPTIMIZATION BY  AASIZING

In this section, after introducing basics of gate sizing eepbater

C |[tr D

s

L L L

pbp pbp

Figure 6: Physical structure of a transistor

sion L 4 4 which engenders as reduced

. Gate sizing changes the capacitive load seen by the drver
the current gate. Thus changing the size of a gate has ripple
effect on the gate in its fanin cone. On the contré#,sizing
changes the capacitance of the source/drain region whizch is
local effect in the sense that the gates in the fanout and fanin
cone do not get affected by increasing,L

3. Due to the fixed cell height constraint (dimension W in Fig-
ure 6) in a standard cell type of environment, it may not be
feasible to perform gate sizing (changifg) in a continuous
way. On the other handA sizing is more amenable/flexible
because of there is no such hard constraimdarsize.*

insertion, we will enhance these techniques by perforntiegtaware 4.2  Concurrent AA Sizing and ORI

of AA Sizing. As the results will show, these techniques when ap-

plied simultaneously withAA sizing can push the circuit perfor-
mance further by 10%. Optimal repeater insertion (ORI) aatt g
sizing (GS) are the two key techniques routinely used bygthess
for both microprocessor and ASIC design methodology toguerf
timing and noise closure. Therefore, combining them sesshje
with AA sizing is very beneficial from the practical point of view.

4.1 Basics of ORI and GS

In the face of increasing integration and technology sgalimter-
connects have been rendered longer and with higher impedanc
each generation. ORI problem entails dividing the longrcganect
into optimal number of parts and inserting a repeater ohogltgate
size so as to reduce total delay over the interconnect. QRices
the delay of a global interconnect of lengttfrom a L? relationship
to linear relationship. This partially alleviates the pgeoh of long
global interconnect. Under assumption of same type andtste!
of repeaters, ORI problem can be solved analytically [10pbtain-
ing an expression of total delay through the interconnetgrims of
the variables such as number of repeaters, gate size of eaehter.
This expression can then be minimized w.r.t. the varialiesbtain
the best configuration of repeaters.

GS problem targets finding the optimal gate size of individua
gates in a combinational module so as to minimize an objestich
as delay or power under a delay constraint. Consider thenethan
formed under the gate region (shown as rectangular for gyl
in Figure 6. The channel, source, drain and gate regionsedaa&
C, S, D andG respectively. The target is to flow current from point
S in source region to point D in drain region. The resistarffered
to the flow of this currentR., is given by

pxL
6

W xT ()

Gate sizing andd\A sizing both aim to reduce thB,;, to increase

the performance of the device. However, there are severgrma
differences in these techniques as highlighted below:

1. Gate sizing entails modulating the dimensidn which re-
ducesR.;. On the other hand)A sizing modifies the dimen-

Ren =

Consider an interconnect schematically represented itofheart

in Figure 7 withL, R,,, C,, as its the total length, per unit length
resistance and the per unit length capacitance respactikssume
that M repeaters are inserted in it, i.e. each repeater drivestamn in
connect of length. /M. Our aim is to achieve fastest defdyom

the driver to the sink of the interconnect. 9fand K represent the
gate andAA sizing factors for each of these repeaters, its RC switch
level model is as shown in the lower part of Figure 7. The tesise
reduction factorZ" is shown in the expression of series resistance of
the PMOS transistor. The interconnect segment is modeledras
network.

L, Rw, Cw
X
/ Repeater
——2CSK
RF/S LRw

M

J_ LCw LCw

RIS

1= 1% 1% 7"
I

Figure 7: Schematic of a long interconnect with repeaters in
serted (top). Switch level RC model for the repeater consideng
7 model of interconnect (bottom)

The switched capacitance and Elmore delaypra stage as well
as the delay of the whole inverter chaib,,: can be respectively
computed from Figure 7 as

3We note that to reduce cell library size, both gate sizing AAd
sizing would need to be discretized, but gate sizing issbille dis-

continuous due to hard constraint on cell height

4For objective other than delay minimization, similar apgmio can
be followed by using our switch level RC model



Cstage = 2CSK +4CS + LCw/M @) % = 0. Using the generic expression férin terms of K from

Eqgn 2 into Eqn 12 results in an unwieldy ninth order expresfio
(F+1) RCstage  RwL [ LC.y K which does not provide any insight. Therefore, we computed t

Dstage = 25 M < o T 305) ®  value of K¢ for a range of numerical values of tiEP A. Qual-
itatively, higher is the value of th&FP, sharper is the decrease in

Diot = M X Dgtage 9) series resistance of the PMOS, thus larger is the valugdfizing

before the increase iAA capacitance starts overcoming the benefit
of reduced series resistance. This trend is clear in Figusaiéh

4.2.1 Optimizing Delay

To minimize Dy, its partial derivatives with respect to gate size, shows the value of,,: as a function of th&FP using Eqn 3. As

tot
S

number of stages amdlA sizing should be 0. Solving f Jg

% = 0 and after some algebra, we obtained the following re-
sults.
CuwRuw
Mopt = L 10
Pt \/2RC(F+1)(K+2) (10)
_ JRC,(1+F)
Sopt = 6R.C (11)

whereM,,; and.S,,: represent the optimal number of repeaters and
sizing of each of them. As the expressionsSif: and M,,. are
independent of each other, they can be independently detiraop-
timal value. Apart from the fixed circuit parameters (ife.C, R,

Cy and L), Mo, and S,,: depend on the value of K (the amount
by which theAA is sized up). This is the major difference between
traditional ORI and ORI considering the freedomAd sizing.

As the AA is made bigger (i.e. K increases), the value of series

resistance multiplicative factaf' decreases (see Eqgn 3). Thus, the
value of M, is affected by two reverse trend&’+2 term increases
whereasl + F' term decreases. On the other hand, the trent, pf

is straightforward: as th&A is made bigger] + F term decreases
thus decreasing the optimal gate sizing vatiyg:. The reduction of
Sopt With increase iMAA sizing is intuitive because as K increases,
more and more performance increase comes #dnincrease thus
requiring increasingly smaller gate sizes. Figure 8 shbwwvalue of
M, andS,,: as a function o normalized to their value without
anyAA ssizing up i.e. atk=1.

1.1 q
g 1.05 4
<
> 14 Mopt
2
N 0.95 A
<
0.9 A1
g S
[} J opt
> 0.85
0.8 T T T 1
1 15 2 2.5 3

Active Area Sizing (K)

Figure 8: Optimal repeater size (S,,:) and number of repeaters
(Mope) as a function of AA sizing (K).

From Figure 8 we observe that for a gate with slightly largar
(say 25%, corresponding to K=25) the number of repeaters for
optimal delay is more~<{ 5%) than its counterpart withoéA sizing.
On substituting the optimal number of stagéd.(.) from Egqn 10
and optimal inverter sizeS,,:) from Eqn 11 into Eqn 9, we obtain
Diot as

Diot = V/2L2RCRWCow x VI T F x (\/§ V2T K) 12)

At this stage, the only unknown independent variable in treva
equation isK whose optimal value can be found by solving for

5Since the value of F depends only on K as per Equation 2

1.79 1
1.69 A
1.59 4
1.49 A
1.39 A
1.29 A
1.19 A

Optimal K value

1.09 A
0.99

2 3 4

Single Fitting Parameter A

Figure 9: Dependence of optimalAA sizing factor K,,: on the
SFP A. Larger A can support larger AA increase.

expected, the optimum value AR size, K,,: increases as th&-P
increases. Further, from Figure 9 we observe that once the v
SFP is more than a certain value (approximat8ly in Figure 9),

the dependence df,,: on SFP becomes very weak. For very small

values ofSFP (A < 1.3), the reduction in PMOS resistance is much

lesser than the increase in capacitive loading, thus thmaptalue
of K is equal to 1 i.e. the cell shoulibt be made with largeAA
at all. As long as the functional fit of the form Eqn 2 holds trire
optimal extent ofAA sizing, K,,+ can be read off Figure 9.

At this stage, we are ready to solve #h& sizing aware ORI prob-
lem completely. The result of this problem includesAa)sizing of
each repeater, b) gate sizing of each repeater, ¢) numbepedters,
d) resultant delay of the interconnect, e) power consumpfor the
ease of understanding the imp@d& awareness had on repeater in-
sertion problem we will present the results normalized &dhse of
ORI without anyAA sizing.

For the case of numerical fit obtained in Eqn 3 the value of
K,pe can be seen from the Figure 9 as

Kopt|A:3.4 = 1.69

(13)

This means that the active area of each inverter cell shauld b
increased to 1.69 times its original value for achievingssi
delay. This value of< is used to get other results.

Using K=1.69 into Eqn 10, the optimal number of repeaters,
Mopt, is 4% more than its value without aryA increase.
Placement tools should consider this while whitespace allo
cation.

Eqn 11 results in a value &f,,; which is 13%smaller than
its nominal value withoufA size increase. This implies that
inverters with smaller width, but largekA are required for
least delay.

In Figure 10 we plot the fastest delay through the interconne
(normalized to least delay witho®A sizing) as a function of
sizing. At K = 1.69, the delay through the long interconnect
is reduced by approximately 9%.

The dynamic power foeach repeater is given a€'r V3 f
where(', is the switched capacitance as given in Eqn 7 and
f, the frequency, can be expressedfg%;,; where D, ¢, is



P

(=}

R
)

Now, consider the case of ORI concurrently wiA sizing. We
can put S=,,: and F corresponding to K=69 but instead of as-
signing M=M,,, let M=§M,,; whereé € (0, 1]. In such a case, it
can be shown that

Dori+ps = LVRCRCy X (3 + % + 2—5) 17)

Summary: Solving Eqn 16 and Eqgn 17, we obtair 0.55. This
! means that by using concurrent ORI aAd sizing, we can save
1 15 2 25 nearly half (45%) of repeaters without sacrificing any perfance

Active Area Sizing (K) w.r.t. ORI withoutAA size increase. This is a very interesting result
and can have substantial impact due to aforementioned bepéfi
reducing repeater count.
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Figure 10: Normalized delay through the repeater chain vs tle
AA sizing of each repeater

4.3 Concurrent Gate andaa Sizing

the delay through the repeater. The ratio of dynamic power in Gate sizing under ElImore delay is a well under-stood protalach
the complete repeater chain incurred due to increAgesize  can be solved using convex solvers by exploiting the prgpefra

can be calculated as class of function calleghosynomials, that allows conversion of the
optimization problem into a convex programming problemiwat
Pareten _ [M X 1/Drptr X CLlic—1.69 (14)  straightforward transformation [11]. A larger gate is meffective
Prominat  [M X 1/Drptr X CL] i 00 at driving big capacitive loads at the cost of presentindhéigoad
to its input gate. Based on the understanding of comparisbmden

Substituting Eqn 11 in Eqn 7 and using it along with Eqn 10, gate andAA sizing in Section 4.1, an obvious question that springs

Eqgn 12 and after some algebra, the above equation condemses i yp is about the possibility of combining these two technigter

an elegant simple relation below faster circuits. In section 4.2, we analytically combineRI@ndAA
sizing. That problem was amenable to analytical solutiom tduthe

Pstreten  _ (1/VI+F) |x=1.00 —1.15 (15)  factthat all repeaters were similar to each other. In a geiogrcuit,
Prominat — (1/vV1+F) |k=1.00 there can be several different cells, multiple fanin andtargates

etc and trying to analytically solve for minimum delay is iogsi-

Thus, the total dynamic power dissipation of the repeateirch- ble. We thus formulate the Concurrent Gate and Active areai
creases by 15% due #A sizing. This increase comes due to three (CGAS) problem as

components: a) increased number of repeaters (4%), bjpisedaA

capacitance (2%) and c) increased frequency of operation(9 4.3.1 CGASFormulation
Summary: Table 3 summarizes the results AA sizing aware
ORI for minimizing delay of long interconnect. The minimuehéev- CGAS: Given a multilevel circuit to be fabricated with
able delay, optimalA size, number of repeaters, repeater sizing, SiGe S/D technology, perform concurrent gate aad
minimum achievable delay and dynamic power dissipatioreis r sizing (CGAS) to minimize an arbitrary convexost
ported where each of these is normalized to the case witlheut t function
f!exibility of gxploiting AA sizing. These parameters uniquely de-  cgnsider Gate 1 in Figure 11 with tuple {S1, C1, K1} which rep-
fine the solution of ORI. resents its gate sizing, gate capacitance per input pirAArgizing

respectively. Gate 1 drives Gate 2 and 3 associated withtthges

Dot | AA Sizing | Gate Sizing | # Rptrs | Power
0.91 1.69 0.87 1.04 1.15 [SZ, C,, K;]

Table 3: Solution of Active Area Sizing aware ORI Problem. [Sl, Cl, Kl] q
| ithout increasingAA si aty Gate
(normalized w.r.t. the values without increasingAA size) at
2

2
4.2.2 Minimizing Repeater Number at, Gate —q

AA aware repeater insertion can be used to reduce the repeaters —_— 1
inserted in the iso-delay case w.r.t. repeater insertichout AA
sizing. Let us assume that the delay through an intercorafeat
performing ORI alone (i.e. withowsA sizing) isDo rr. If ORI and T
AA sizing was performed concurrent as in the previous seciidn, RFS ==2csK [83, C3! K3]
the resultant delay b®o rr+ps (note thatDorr+ps < Dorr) . d
We want to find out by how much can we reduce the number of re- Gate
peaters in the second case so that the sub-optimal d&layr+ ps RS L
becomes just equal thorr. This scenario is of importance for d 3
the global interconnects which are not the most criticalor&ince
repeaters are power hungry elements and their insertiosecsub-
stantial difficulty in physical synthesis, reducing theinmber is ad-
vantageous.

Solving ORI withoutAA size increase (by substituting K3n (52 €2, K2} and {S3, C3, K3}. For the sake of clarity, conside
Egn 10 and Eqgn 11 and putting these values back in Eqn 8) yields
the result 5As we will prove later, all the constraints of CGAS are convex

therefore having a convex cost function guarantees thelgaroto
Dorr = 4LV3RCR,,Chy (16) be convex and thus can be solved optimally.

Figure 11: A part of logic circuit under consideration. Gate 1
drives Gate 2 and 3.




for now that Gate 1 is an inverter who84 sizing aware RC switch
level model is given in the inset in Figure 1d1 througha4 are the

signal arrival times at the different locations in the figuFée delay
of Gate 1 can be written as
Dy = roUE) <1 ok, 4 BT HG) SI’C”)) (18)
1

where F; depends onK; as in Eqn 2. Note that €, + S;C3
can also be written a3~ ., CmSm, Where FO; respresents
the fanout of gaté. Using Figure 11, we can write the following
equations for the arrival times.

ato + D1 < ata
at1 + D1 < ata

RHS byAat and $./S; by S,.;, the above can be written as

1 bT; 1
<1—Z))X at— +b<1—g)+2cm8mi < Aat

meFO;
(22)
On cross multiplying, th& HS of the above equation can be sepa-
rated in terms Tand various $; as

1
1+—+T;
<+A+

MNT+(NL+PM)Ti+MT)>  cmSmi+ LD cmSmi (23)
meFO; meFO;

where, L9 + 4, M=1 — 4, N=2 and P+ b(1-1). L, N
and M (since A-1 for Eqn 3)c R™ by inspection. Using this, the
coefficients for £, S,.; T; and S.; € R*. To prove that the above
expression is posynomial we need to prove that the coeffiofeh;
€ R™. Since the value of can be less than 1 (e.g. INV and NOR

whereD; is given in Eqn 18. Now consider the case when Gate 1 isgate in Table 2) this cannot be done simply by inspection.sTtve

not an inverter but some other logic gate. Under such a scenario w,

can write a generic expression (see particular exampleahte2)
of the delay of gaté by generalizing Eqn 18 as

DF:RCQ%;Q

CmSm

k3

a+bK; + Z
meFO;

(19)

whereq, b and various:,, € R*.

Let us now consider an unoptimized multi-level circuit iniah
1, O, L represent the set of input pins, output pins and internatlog
gates respectively. For each gatdet at;, S;, K;, FI;, FO; de-
note its arrival time at its output, gate sizif®A sizing factor, fanin
gates and fanout gates respectiveBGAS can now be written as a
mathematical optimization program as

Minimize : Delay

Subject To :
at; + D; <at; Vie L,VjeFI;
at; =0 Vz. e {I} (20)
Delay > at; Vi e {O}
at; >0 Vie {LUO}
Si,Ki>1 Vie{LUO}

The dummy variableDelay represents the largest of the arrival
times among various output pins of the circuit in the thirdegeon-
straints. Therefore, minimizin@pelay is equivalent to making the
circuit as fast as possible. Though the above formulatidarigeted
for fastest possible circuit implementation, we note that ather
traditional objectives can be handled easily too. For exanfpr
optimizing power consumption, we can perfod minimization
under a delay constraint by adding one constraint for thaired
arrival time of the circuit.

4.3.2 Convexity of CGAS

The objective function as well as all constraints exceptfitst
set of constraints in thEGAS are convex by observation. We focus
on the first set of constraints and show that it is posynontiaging
Eqn 19 for the value oD; and Eqgn 2 for the value df, each of the
first set of delay constraints can be written as

K; Cm Sm 2 (at; — at;)
—2 Vol a bk < i
( +AK,L-—A+1)X ait bkt ) =g | <=

meFO;
(21)
such that A, a, b,, S, and S € R™. Substituting AK-A+1=T;,

simplify the coefficient of T

b 1 1
NL+PM75<1+Z)+<1—Z) <a

AN+ 2

(-3)
a
A

From the above form (sinceAl), it is clear that the coefficient
of T, alsoe R™ and thus each constraint @GASis the form of a
posynomial. Under a elementary variable transformationguex-
ponential functions, this constraint can be mapped intoweocon-
straint [11]. Therefore problel@GASis convex and can be solved
with existing convex program solvers optimally.

4.3.3 Power Considerations

Though increasind\A size reduces the PMOS resistance, it over-
all increases théA capacitance which impacts the dynamic power
dissipation of the design. To quantify the impact of our téghe
CGAS has on dynamic power (w.r.t. to technique GS), we coathut
the total switched capacitance for gate sizi6;s and concurrent
gate and\A sizing ,Ccgas, as

Cmsm

Si

Cogas = Z Ai + Biki + Z

i€L me fo;

(24)

Cas can by found evaluating & as |vk,=1.00- If CGAS can result
in a circuit which runsT” times faster than the circuit realized with
conventional GS, the increase in dynamic power consumpfitime
new circuit would then be given as

T x Ccgas
Cas

Note that since the underlying canonical circuit and logiacture
remains the same for the two differently sized circuit zations,
they will have exactly same switching factors for each nodeere-
fore, we can safely ignore the impact of scaling each cagaoit
value by corresponding switching factor. Given the sohlutid of
GS andCGAS it is possible to find out the value Ak Pyy,,. We
followed a 2-step procedure to calculdecas andCgas . In the
first step,CGAS program of Eqn 20 was solved to achieve minimum
possible delay. Let this minimum delay #2552, In the sec-
ond step, the objective function in Eqn 20 was modified to mine¢
Cecc as under the constraint that the timing of the resultant ctrisui
at mostDS$AS . This way, the circuit realization with least switch-
ing capacitance subject to timing constraints was obtainadhe
same fashion, the minimum dynamic power for circuit rediora
obtained by traditional GS was also found out. The obtairsgzic-

itance values for these two cases deterrdiie,,,, .

APy, = (25)



4.3.4 Experimental Setup and Results
We solved theCGAS problem on a variety of benchmarks from

unidirectional poly in layout. For cells whose n-well isdar than
p-well (like NAND gate), increasing the active area of PMC# ¢

IWLS 1991 LGSynth suite [12]. These benchmarks are implemencause longer wrong way poly routing. On the other hand, fis ce

tations of a soup of logic blocks and we believe that such uméxof
benchmarks can counter structural bias present in them.ofige

which havesmaller n-well than p-well (like NOR gates), active area
sizing of PMOS can actually bring the layout close to unictienal

inal blif format of the benchmarks were optimized and technologyc@se. In our results, we observed dynamic power increaskeof t
mapped using SIS program [13]. For the sake of simplicity weorder of 11%. We believe that for high performance desigriieqp

restricted our library to a set of gates: 2-input NAND, 2-input
NOR and an Inverter. The characteristic delay equationhese
gates are in Table 2. We note that typically a cell library bame
several other functionally unique cells and a typical indakap-
plication of our technique will require designer to exterablg 2
accordingly for cells such as XOR, AOI with similar result
C++ program was used to write out the objective and congtrain
for the tool AMPL [14] which was coupled with the back-endwesl
MOSEK [15] that solves the convex program using interiompoi
optimization method. Table 4 shows the comparison of efficc
Gate Sizing (GS) alone and concurrent Gate and Active amagSi
(CGAS) for timing optimization. Column “# Gates” shows tloéat
number of gates in each benchmark. The timing achieved Wwéh t
respective technigues is shown in Columns “Delay” with teéay
enhancement &8GASoverGSshown in column “Improv”. Column
“ACap” and APg,,," show the increase in switching capacitance
and dynamic power of solution @GASoverGS

Desigr] Gateg Delay (times RC) Imprv | ACap [APyy»
GS | CGAS| % % %
C6288 3316| 1320.65 1175.1% 11.01 | 3.20 | 14.67
C880 | 502 | 340.83| 309.19| 9.03 0.38 9.44
frgl 149 | 178.44| 159.34| 10.70 [ 0.19 | 10.82
k2 1163| 323.06| 295.13| 8.65 0.49 9.19
C7552 2581| 734.07| 687.49| 6.40 0.43 6.85
large | 481 | 262.51| 236.90| 9.75 0.30 | 10.08
vda 628 | 222.38| 199.76| 10.17 | 0.57 | 10.80
des 3759| 270.87| 233.22| 13.89 | 1.34 | 1543
C5315 2007| 449.92| 400.20| 11.05| 1.54 | 12.78
Avg. 10.08 | 0.94 | 11.17

Table 4: Performance Improvement and Dynamic power in-
crease for various benchmarks

tions, it is a fair price to pay for getting 10% decrease irigiesycle
time. Use ofAA sizing alters footprints of the cells and the design
flow should be modified to account for it.c

In this paper, we performed the first gate level systematidyst
of exploitation of active areaAp) dependent mobility of strained
CMOS devices. A simple yet accurate empirical model was pro-
posed which fits the observed silicon data very well. The ephc
of optimal AA sizing was introduced and demonstrated using simple
gates which showed potential of decreasing delay by 17%afanft-
of-4 load and 23% for fanout-of-10 load. To handle long glaba
terconnect, optimal repeater insertion methodology wgrsfstantly
enhanced by making AA sizing aware. We derived analytical so-
lutions for this problem for the first time leading to more rih@26
decrease in global interconnect delay over and above thticol
of traditional repeater insertion. For large scale multelecircuits,
the powerful technique of gate sizing was combined with corent
AA sizing for better timing optimization. We proved the corwex
of the resultant formulation and solved it on a set of benakma
to achieve promising timing improvements of more than 10%rov
the traditional gate sizing results, for only 11% increasdyinamic
power.

Future Work: In most of our analysis, discussior eakage power
has been conspicuously missing because of the void in pumyaker-
standing of impact of strained silicon’s layout geometryl@akage
power. For the same ON current, the OFF current (leakagermtrr
of a S/D SiGe device can be upto three orders of magnitude [3]
smaller than that of traditional Si device. However, due to band-
gap splitting in SiGe, the leakage AR of a given size is larger for
SiGe as compared to Si. Our future work would be to charasteri
the impact of S/D type SiGe device’s layout on the leakageeotir
using device and process simulations.
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