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Router with Layer Assignment for Routability

MINSIK CHO, KATRINA LU, KUN YUAN, and DAVID Z. PAN

The University of Texas at Austin

In this article, we present BoxRouter 2.0, and discuss its architecture and implementation. As high-

performance VLSI design becomes more interconnect-dominant, efficient congestion elimination in

global routing is in greater demand. Hence, we propose a global router which has a strong ability to

improve routability and minimize the number of vias with blockages, while minimizing wirelength.

BoxRouter 2.0 is extended from BoxRouter 1.0, but can perform multi-layer routing with 2D global

routing and layer assignment. Our 2D global routing is equipped with two ideas: node shifting for

congestion-aware Steiner tree and robust negotiation-based A* search for routing stability. After 2D

global routing, 2D-to-3D mapping is done by the layer assignment which is powered by progressive

via/blockage-aware integer linear programming. Experimental results show that BoxRouter 2.0

has better routability with comparable wirelength than other routers on ISPD07 benchmark, and

it can complete (no overflow) the widely used ISPD98 benchmark for the first time in the literature

with the shortest wirelength. We further generate a set of harder ISPD98 benchmarks to push

the limit of BoxRouter 2.0, and propose the hardened ISPD98 benchmarks to map state-of-the-art

solutions for future routing research.
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1. INTRODUCTION

While ever-decreasing feature size enables the integration of millions of gates
on a chip, interconnect delay becomes the dominant factor in VLSI performance
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[Semiconductor Industry Association 2007; Cong 1997; Kastner et al. 2001; Wu
et al. 2005]. Thus, every stage of design process targets for minimal wirelength
to enhance circuit delay. Especially placement, a major step in physical de-
sign, generally minimizes wirelength by placing gates more compactly. In addi-
tion, more functionalities in complex design (i.e., system-on-chip) also demand
more gates in a limited die, consequently increasing design density. Such de-
sign trends degrade routability by leaving the design with limited routing area
and thus make wiring gates more challenging. Therefore, routability should
be one of the most critical design objectives in VLSI physical design [Hu and
Sapatnekar 2000; Hu and Sapatnekar 2002; Westra et al. 2005].

Routability can be enhanced in multiple stages in physical design
[Kutzschebauch and Stok 2001; Wenting et al. 2001; Brenner and Rohe 2003],
but routing is the most effective stage, as it plans wire distribution and embeds
wires under design rules with the accurate pin and blockage information in
hand. Routing consists of two steps, global routing and detailed routing. Global
routing plans an approximate path for each net, while detailed routing finalizes
the exact DRC-compatible pin-to-pin connections. As detailed routing cannot
capture overall congestion due to fine routing grid size and numerous design
rules, global routing should eliminate congestion by migrating wires from more
to less congested regions with the minimized overhead in wirelength and via.
If global routing fails to satisfy congestion constraints, it will incur significant
design cost, as a chip should be resynthesized not to have any congestion before
tape out. Therefore, routability should be the primary goal of global routing.

The significance of routability in VLSI global routing has led to many global
routing algorithms. Burstein and Pelavin [1983] proposed a hierarchical ap-
proach to speed up an integer programming formulation for global routing,
and Kastner et al. [2002] proposed pattern-based global routing. Hadsell and
Madden [2003] presented Chi dispersion router based on a linear cost function
as well as a predicted congestion map, and showed better results than Kastner
et al. [2002]. The multicommodity flow-based global router by Albrecht [2001]
showed good results and was used in industry, but at the expense of computa-
tional effort. After BoxRouter [Cho and Pan 2006] sparked the renewed interest
in routing research with significantly improved performance, FastRoute [Pan
and Chu 2006, 2007] and DpRouter [Cao et al. 2007] achieved high quality so-
lutions in small runtime. However, most of the academic global routers work in
2D (with two layers) to handle a larger circuit with less computing power and
smaller memory, and lack the important layer assignment.

Layer assignment plays critical roles for routability, timing, crosstalk, and
manufacturability/yield. If an excessive number of wires are assigned to a par-
ticular layer, it will aggravate congestion and crosstalk [Kay and Rutenbar
2000; Wu et al. 2004]. If global timing critical nets are assigned to lower layers,
it will make timing worse due to narrower wire width/spacing. Biased wire den-
sity distribution between layers can cause large topography variation as well
as pooling effect after CMP [Cho et al. 2006]. Length of antenna can be also
reduced by layer assignment [Wu et al. 2006]. A large number of vias due to
poor layer assignment can cause routability/pin access problems, as via (even
extended via) needs larger area as well as wider spacing than wire. Especially,
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via minimization becomes more important for nanometer design due to manu-
facturability. With a smaller number of vias, we can decrease the chance of via
failure by increasing the percentage of redundant via insertion [Xu et al. 2005;
Lee and Wang 2006].

Recent global routing contest in ISPD-20071 attracted 17 teams from both
academia and industry, reflecting the renaissance of routing. It provided 16
industrial benchmarks (8 for 2D and another 8 for 3D) to emphasize the im-
portance of routability in global routing and the necessity of via minimization
in layer assignment. The contest results in several highly advanced academic
global routers based on the history idea originally proposed in McMurchie
and Ebeling [1995]. FGR [Roy and Markov 2007] is based on Lagrangian
relaxation and Steiner tree reconstruction to achieve high quality solutions.
ARCHER [Ozdal and Wong 2007] adopts also a Lagrangian relaxation tech-
nique with congestion history learning, achieving high quality and fast runtime.
NTHU-Route [Gao et al. 2008] uses a similar history-based routing technique.
Differently from these history-based (broader context of Lagrangian relaxation)
global routers, MaizeRouter relies on efficient edge shifting to improve
routability.

In this work, we propose another global router, BoxRouter 2.0 which consists
two steps, 2D global routing and layer assignment. 2D global routing boasts
strong routability based on two techniques, namely node shifting and robust
negotiation-based A* search. Meanwhile, layer assignment is enabled by novel
and efficient progressive via/blockage-aware integer linear programming (ILP).
The major contributions of this article include the following:

—We propose a node shifting technique to refine congestion-aware Steiner tree,
and show that node shifting combined with edge shifting [Pan and Chu 2006]
is more effective than edge shifting only for hard cases.

—We propose simple, yet essential dynamic scaling for robust negotiation-based
A* search. This prevents a router from spinning out of control by balancing
historic cost and present congestion cost, and ensures consistent routability
improvement over iterations.

—We propose integer linear programming (ILP) for via/blockage-aware layer
assignment to handle blockages and guarantee the feasibility. Also, we apply
a progressive ILP technique to via/blockage-aware layer assignment in order
to enhance runtime.

—We complete ISPD98 benchmarks without any overflow in the shortest wire-
length for the first time, compared with all published academic global routers.
Also, BoxRouter 2.0 finishes the most of number of circuits with comparable
wirelength on ISPD07 global routing benchmarks, compared with all winning
global routers.

—We propose two modified ISPD98 benchmarks with significantly reduced
routing capacities to push the limit of global routers, and report the results
of BoxRouter 2.0 on these as a reference for future research.

1http://www.ispd.cc/ispd07 contest.html
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Fig. 1. A circuit with netlists can be dissected into multiple grids which can be mapped into graph

for global routing.

The rest of the article is organized as follows. Section 2 presents preliminar-
ies. Section 3 provides an overview of BoxRouter 2.0. Details on our 2D global
routing is described in Section 4, then layer assignment is proposed in Sec-
tion 5. Experimental results are discussed in Section 6, followed by conclusion
in Section 7.

2. PRELIMINARIES

2.1 Global Routing Background

The global routing problem can be modeled as a grid graph search problem.
Once a circuit is partitioned into a set of rectangular regions as shown in
Figure 1(a), we represent each region of the circuit by the same number of ver-
tices as the number of metal layers in the given manufacturing process as in
Figure 1(b). Each metal layer is dedicated to either horizontal or vertical wires.
A vertex is called a global routing cell (G-cell), and each edge represents the
boundary between G-cells. Each edge has maximum routing capacity, and each
wire passing the edge takes some routing capacity based on its width/spacing.
When the demand from wires exceeds the maximum routing capacity of the
edge, overflow occurs. The number of overflow can be computed as the exces-
sive demand [Westra et al. 2005; Kastner et al. 2002], which is a commonly
agreed metric for routability. Thus, a global routing is to find paths that con-
nect the pins inside the G-cells through the graph for every net with fewer
overflows [Westra et al. 2005]. Since a net may have a complex topology, it can
be decomposed into two pin wires with Rectilinear Minimum Steiner Tree [Cho
and Pan 2006; Pan and Chu 2006; Hentschke et al. 2007].

2.2 Net Decomposition

A net can be decomposed into two pin wires with Rectilinear Minimum Steiner
Tree as shown in Figure 2, where a net a-b-c is decomposed into three wires by
the Steiner point 1. After net decomposition, there are two kinds of wires, one is
flat wire like wire b-1, and the other is one-bend wire like wire 1-c. Each wire will
be considered as one routing objects; routing is done in a wire-by-wire manner.

2.3 BoxRouter 1.0

BoxRouter 1.0 [Cho and Pan 2006, 2007] is based on congestion-initiated box
expansion; it progressively expands a box which initially covers the most
congested region only, but finally covers the whole circuit. Within each box,
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Fig. 2. A net can be decomposed into two pin wires with Rectilinear Minimum Steiner Tree Con-

struction.

Fig. 3. BoxRouter 1.0 overall flow.

BoxRouter 1.0 performs progressive integer linear programming (ILP) and
adaptive maze routing to effectively diffuse the congestion as in Figure 3. To
decide the first box based on the global congestion view, BoxRouter 1.0 per-
forms PreRouting. After all nets are routed, PostRouting further improves the
solution by rerouting detoured nets. BoxRouter 1.0 [Cho and Pan 2006] shows
significantly superior results on ISPD98 benchmark, compared with Hadsell
and Madden [2003], Kastner et al. [2002], and Albrecht [2001].

However, BoxRouter 1.0 has one limitation for highly congested designs
where one general assumption of global routing (i.e., 70%–80% of nets are des-
tined to be routed in a simple L-shape pattern [Westra et al. 2004, 2005]) does
not hold. In detail, its progressive ILP formulation for routing only considers
the L-shape pattern based on such assumption, but it does not work well for
hard cases where most nets need to be detoured in complicated patterns. How-
ever, considering various routing patterns in ILP is prohibitively expensive due
to the increase in the number of variables in ILP.

2.4 Negotiation-Based Routing

It is shown that negotiation-based routing is effective in congestion elimination
for FPGA [McMurchie and Ebeling 1995] as well as ASIC [Cong et al. 2005].
The key idea of the negotiation-based approach is that the congestion history
of every edge in the routing graph will be considered for the future routing. In
detail, for each edge e, there are two cost factors: hi(e) for historic cost at the
i-th iteration and p(e) for the present congestion cost. The combination of these
two factors will provide the final cost for a wire to pass through e. As hi(e) is
increased for any congested edge e right after each iteration, an edge which has
been congested previously tends to have high hi(e). Meanwhile, p(e) is solely
related to the present congestion of e. Thus, considering both hi(e) and p(e) as
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Fig. 4. The overview of BoxRouter 2.0.

routing cost will guide a router to avoid the presently congested edges as well
as previously congested edges. This is a very efficient technique to spread out
wires to less congested regions.

3. OVERVIEW OF BOXROUTER 2.0

In this section, we give the overview of BoxRouter 2.0 shown in Figure 4. The
early steps of BoxRouter 2.0 are inspired by BoxRouter [Cho and Pan 2006],
but ours is radically different in a sense that we have a more powerful and sys-
tematic way of removing congestion and assigning layers to wires. BoxRouter
2.0 has two major steps, 2D global routing (Section 4) and layer assignment
(Section 5). When a circuit to route is given, we superpose all the layers into
two layers, the horizontal and vertical, then perform 2D global routing to maxi-
mize routability. Layer assignment follows 2D global routing to distribute wires
across multiple layers, while minimizing the number of vias.

In fact, our 2D global routing can be applied for multiple layers (3D) directly,
but the advantage of 2D global routing over 3D global routing is that it needs
less computing power and memory, as the global routing graph shrinks signifi-
cantly. Also, the mapping from 2D solution to 3D solution can be done without
making congestion worse, as long as a wire can be splitted to avoid blockages
at a cost of via and wire width/spacing are regarded as constant.

4. 2D GLOBAL ROUTING

In this section, we present our 2D global routing algorithm. As BoxRouter 2.0 is
inspired by PreRouting and BoxRouting of BoxRouter [Cho and Pan 2006], we
take them to generate an initial routing solution as in Figure 3. However, we
apply our node shifting technique to make Steiner tree more congestion-aware
for hard cases, and improve routability considerably by our negotiation-based
A* search. Our technical contributions in 2D global routing can be summarized
as follows:

(1) Node shifting. In congestion-aware Steiner tree construction, a Steiner
point can be shifted to a less congested region to reduce the overall con-
gestion. This is in Section 4.1.
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Fig. 5. Node shifting can complement edge shifting, if a high degree Steiner point is inside con-

gestion.

(2) Robust negotiation-based A* search. This is an important idea to enable
continuous and stable routability improvement during whole rerouting pro-
cedure as discussed in Section 4.2.

4.1 Node Shifting for Steiner Tree

When we generate Rectilinear Minimum Steiner Tree as our starting point
of the routing problem, the solution may not be good with respective to con-
gestion, although we can achieve near-optimal wirelength. This motivates the
congestion-aware Steiner tree. Edge shifting is proposed in Pan and Chu [2006]
as a pioneering technique to make the Steiner tree congestion-aware by slid-
ing wires to less congested regions. However, edge shifting is not effective for
some cases, where a Steiner point is trapped in the congested region. Thus,
we propose a node shifting technique to complement edge shifting and refine
congestion-aware Steiner tree further.

To compare node shifting with edge shifting, consider the example in
Figure 5, where pins are in circle (a,b,c,d ,e) and a Steiner point is in square (1).
The initial Steiner tree in Figure 5(a) has the Steiner point 1 inside congestion
in the dark area. As edge shifting slides an edge to a less congested region only
if both of its end points are Steiner points, it cannot do any optimization for
Figure 5(a) (there is no slidable edge for edge shifting). Whereas node shifting
performs line search as shown in Figure 5(b), then shifts the Steiner point 1
to the best candidate, resulting in Figure 5(c). Even if we consider the case in
Figure 5(d) where e is a Steiner point (e is now in square) to have one slidable
edge, the net will still be in congestion due to narrow safe range [Pan and Chu
2006]. The key advantage of node shifting over edge shifting is that it provides
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larger flexibility by allowing bigger radical changes in the topology. However,
as this involves overhead in wirelength and via, when searching for the best
candidate, cost and benefit should be considered together.

A similar idea on node shifting is proposed by Alpert et al. [2004] for buffer
insertion, but different from our node shifting in terms of search space. The
approaches in these works relocate a Steiner point to a new location within
a two-dimensional plate to modify the tree topology according to the conges-
tion. While the plate needs two-dimensional search for the new location, our
proposed approach need one dimensional line search along the current tree
edges, which can be much faster for most cases. Searching two-dimensional
space can provide larger flexibility, but it can be computationally expensive for
congestion-aware Steiner tree construction, a preliminary step of global rout-
ing. Also, plate-based search requires a well-tuned cost function to avoid highly
suboptimal new locations.

We observe that node shifting would not be useful, if a design is quite low
congested considering the strength of a router. All the expected advantages
from node shifting for sparse designs can be washed out during routing, but the
overhead due to congestion-awareness can negatively affect the routing quality
in terms of wirelength and via. Hence, node shifting is applied only for the
highly congested design.

4.2 Robust Negotiation-Based A* Search

Instead of maze routing/shortest path algorithm, we adopt A∗ search algorithm
and use the following cost function in BoxRouter 2.0.

costi(e) = hi(e) + αp(e) + βd (e), (1)

where regarding an edge e, hi(e) is a historic cost at i-th iteration, p(e) is a
present congestion cost, and d (e) is the distance from e to the target. In detail,
p(e) can be computed as follows where C(e) and U (e) denote the total capacity
and used capacity of e respectively.

p(e) = P U (e)
C(e)

, (2)

where P indicates the congestion cost when there is no available routing ca-
pacity in the edge e. Also, hi(e) can be computed as follows.

hi(e) =
{

hi−1(e) p(e) ≤ P

hi−1(e) + i p(e) > P.
(3)

We find that there can be a potential stability problem with negotiation-
based A* search for highly congested designs which need a large number of
iterations. For every iteration, hi(e) is increased, if e is congested. Thus, after
many iterations which frequently happens for highly congested designs, hi(e)
starts to dominate p(e). This implies that a presently congested edge becomes
cheaper to pass through than a previously congested edge. This may lead to
routing instability in a sense that the solution quality may get worse with
more iterations due to the unbalance between hi(e) and p(e). Thus, to ensure
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Fig. 6. Dynamically scaled A* search reduces congestions robustly and stably over iterations.

continuous improvement in routability, the balance between two costs has to
be kept.

To address this instability problem and make a router robust, we scale p(e)
by picking the following α for Equation (1).

α = maxe[hi(e)]

P
. (4)

Insight behind such α is to make a presently congested edge (no more routing
capacity available) passing as expensive as a previously congested edge passing.
Therefore, our scaling factor is not static but changes dynamically each iter-
ation. This will discourage creating new overflows, while avoiding previously
congested edges.

Figure 6 shows the effect of robust negotiation-based A* search by comparing
the scaled case (Equation (4)) and unscaled case (α = 1) on two benchmark
circuits. For the unscaled case, it reduces the overflows faster than the scaled
case for a while, but after a certain point, it spins a router out of control and
increases the number of overflows. This implies that if circuit is too hard to be
routed in a few iterations, a router becomes so unstable that it cannot improve
the routing quality. Meanwhile, the scaled case stably reduces the number of
overflows even after a large number of iterations. With larger fixed/unscaled α,
we may delay spinning out of control, but it will eventually occur after a larger
number of iterations.

5. LAYER ASSIGNMENT

In this section, we propose a layer assignment for via-minimization based on
progressive integer linear programming (ILP). When 2D global routing is fin-
ished, layer assignment follows to distribute the wires across the layers. Layer
assignment impacts several design objectives, such as timing, noise, and man-
ufacturability, but our layer assignment mainly focuses on via minimization
without altering any routing topology. This problem is known as constrained
via minimization (CVM) [Chang and Du 1988; Chang and Cong 1999; Ahn and
Sahni 1993] which is shown to be NP-complete [Naclerio et al. 1989]. However,
our layer assignment for via minimization inherently differs from previous
works on CVM in two aspects.
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Fig. 7. Layer assignment can determine the number of vias as shown in (b) and (c). Also, the

location of blockages in 3D can affect routability in (d).

—multiple wires can be overlapped, if there are enough routing capacities be-
tween G-cells, while CVM does not allow due to DRC.

—wires can be splitted into multiple pieces to avoid blockages, while CVM
cannot.

Integer linear programming also has been used for layer assignment in sev-
eral previous works [Ciesielski and Kinnen 1981; Shi et al. 1997; Jhang 2000],
but ours is more applicable to large scale VLSI design, because we assume nei-
ther a fixed number of layers nor the feasibility of a layer assignment problem.

5.1 Via-Aware Layer Assignment

Depending on layer assignment, the number of vias can be significantly dif-
ferent. Figure 7 shows an example of layer assignment for via minimization,
where net a, b, and c are routed through 2D global routing cells, and pins
are shown in circle, while a bend (c2) in square. The example assumes four
metal layers (M1-M4), where M1 and M3 are for horizontal wires, M2 and
M4 are for vertical wires, and all the pins on M1. Further, a single routing
capacity is assumed for each edge. If a greedy approach (a shorter net is as-
signed to a lower layer) is adopted, it will result in Figure 7(b) with 13 vias.
However, Figure 7(b) has 2 more vias (18%) than the optimal assignment in
Figure 7(c). This is simply because the greedy approach cannot capture the
global view. Hence, we propose an integer linear programming (ILP) formula-
tion for via-aware layer assignment shown in Figure 8 where notations are in
Table I.
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Fig. 8. ILP formulation for via-aware layer assignment.

Table I. The Notations in Figures 8–10

W (i, s) a set of wires of a net i passing a point s (including pins)

P (i) a set of points in a net i
N (i) a set of pins in a net i (N (i) ⊆ P (i))
C(e) a set of wires crossing an edge e
re the available routing capacity of an edge e
zi j k a binary variable set to 1 if a wire j of a net i is assigned k layer

li j the layer assigned to a wire j of a net i
Tis the top layer assigned to any wire on a point s ∈ P (i)
Bis the bottom layer assigned to any wire on a point s ∈ P (i)

The objective is to minimize the difference between the top layer and bottom
layer used by wires of each net for each point. First, the constraint (a) defines
a set of layers eligible for assignment where n is the maximum layer number
for routing. The constraint (c) is to assign a wire j of a net i to one of the
layers. li j of the constraint (d ) is computed by the combination of zi j k . Then,
Tis and Bis are captured by the constraint (e). If there is a pin on s, the Bis

is set as M1 in the constraint ( f ). Finally, all the layer assignment cannot
exceed the capacities of all the edges by the constraint (g ). Figure 9 shows the
ILP formulation for Figure 7(a), mainly focusing on the net c. Although the
proposed ILP formulation can optimally minimize the number of vias during
layer assignment, it has two drawbacks:

—Depending on blockage locations, the formulation can be infeasible, which
will be addressed in Section 5.2.

—ILP inherently cannot be applied for large designs. Thus, it needs a technique
to improve the speed, which will be discussed in Section 5.4.

5.2 Via/Blockage-Aware Layer Assignment

Since the exact layer information on blockages is diluted in 2D global routing,
the layer assignment based on the 2D routing result may not be feasible. Com-
pare Figure 7(c) and Figure 7(d), where the blockage x is located in different
layers. In Figure 7(c), both x and y are on M4, enabling to route wire b1 − b4
on M2. However, in Figure 7(d), wire b1 − b4 cannot be routed as it is, as x is
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Fig. 9. Example of ILP formulation for via-aware layer assignment for Figure 7(a).

Fig. 10. ILP formulation for via/blockage-aware layer assignment.

on M2 while y is on M4. Wire b1 − b4 should be chopped into two pieces such
that it can shuttle from M2 to M4 as in Figure 7(d). Thus, unless wire b1−b4 is
splitted, the formulation in Figure 8 becomes infeasible. This issue can be easily
addressed by chopping wires, wherever a blockage exits, but this may result in
not only unnecessary vias but also too many variables in ILP. Therefore, it is
better to break a wire only if needed.

Motivated by the idea in Cho and Pan [2006], we propose a new ILP formu-
lation for via/blockage-aware layer assignment as shown in Figure 10, where
the constraint (b) in Figure 8 is relaxed, and the objective is modified. This
formulation is guaranteed to be feasible for any blockage distribution. In fact,
the new formulation does not require layer assignment for all wires, but the
objective is to complete as many wires as possible, while minimizing the num-
ber of vias. The unassigned wires after solving ILP will be picked up by a maze
routing like Cho and Pan [2006]. But, differently from Cho and Pan [2006],
our maze routing is much simpler and faster, because it only needs to shuttle
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Fig. 11. Progressive ILP based on box expansion is efficient in managing problem size tractable,

while honoring the solutions from previous iterations.

between layers to finish assignment. Also, we assign high penalty on each layer
change to minimize the number of vias during maze routing. Therefore, fewer
wires will be chopped than the approach of chopping wires before solving ILP,
resulting in fewer vias in shorter runtime.

5.3 Implementation Issues

While implementing the formulation in Figure 10, the layer number k (e.g.,
M1, M2, . . . ) should be defined as a positive number. The reason is because when
zi j k = 0 for some (i, j ), li j = 0 (implying no wire is assigned), which should
be distinguished from valid layer numbers like M1, M2, and so on. Finally,
Mi+1 − Mi, (1 ≤ i ≤ n− 1) needs to be constant to minimize the number of vias.
Otherwise, each via at different layers will have different weights in the cost
function, resulting in a suboptimal solution.

5.4 Progressive ILP for Via/Blockage-Aware Layer Assignment

ILP is computationally expensive, as most solvers use branch-and-bound al-
gorithms. Thus, in order to apply ILP to industrial designs, the problem size
should be tractable, while maintaining the global view. We adopt the idea of box
expansion and progressive ILP formulation [Cho and Pan 2006] for our layer
assignment. Figure 11 illustrates the core idea of progressive ILP. It starts with
a minimal box covering the most congested region. Then, we solve the problem
(in our case, layer assignment) inside the box by ILP as in Figure 11(a). After
the box expands to cover the larger area, the problem inside the expanded box
is solved in the way as shown in Figure 11(b). However, since the current prob-
lem encloses the previous problem (which has been solved), the actual problem
is limited down to layer assignment of only the wires between two consecutive
boxes, which in turn makes the problem size tractable. Additionally, the previ-
ous solution becomes a part of the current problem, thus all the decisions made
previously are honored by the current optimization.

6. EXPERIMENTAL RESULTS

We implement BoxRouter 2.0 in C++, and perform all the experiments on
2.8 GHz Pentium 32bit Linux machine with 2GB RAM. Congestion-aware
Steiner tree construction [Pan and Chu 2006] based on Flute [Chu 2004] is

ACM Transactions on Design Automation of Electronic Systems, Vol. 14, No. 2, Article 32, Pub. date: March 2009.
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Table II. ISPD07 IBM Benchmarks

namea nets grids v.capb h.capb placer

adaptec1 219794 324 × 324 70 70 Capo

adaptec2 260159 424 × 424 80 80 mPL6

adaptec3 466295 774 × 779 62 62 Dragon

adaptec4 515304 774 × 779 62 62 APlace3

adaptec5 867441 465 × 468 110 110 mFAR

newblue1 331663 399 × 399 62 62 NTUplace 3.0

newblue2 463213 557 × 463 110 110 FastPlace 3.0

newblue3 551667 973 × 1256 80 80 Kraftwerk

a2D cases have 2 layers, but 3D cases have 6 layers.
bvertical/horizontal capacity

adopted. We use ISPD07 benchmarks to demonstrate BoxRouter 2.0. Also, we
apply BoxRouter 2.0 to ISPD98 benchmarks as well, and further modify ISPD98
benchmarks to see the limit of BoxRouter 2.0. Details on ISPD07 and ISPD98
benchmarks are presented in Table II and V respectively.

6.1 ISPD07 Benchmarks

We report the results of all the winners (FGR 1.0, MaizeRouter, and BoxRouter
1.9) of ISPD-2007 routing contest,2 FGR 1.1 [Roy and Markov 2007] and
ARCHER [Ozdal and Wong 2007], and BoxRouter 2.0 on ISPD07 benchmarks
in Table III. Regarding wirelength, ours is similar to or better than BoxRouter
1.9, MaizeRouter, ARCHER (especially for 3D benchmark), and comparable
with FGRs. However, BoxRouter 2.0 completes 12 designs, which ties with
BoxRouter 1.9, ARCHER, and FGR 1.1. Additionally, BoxRouter 2.0 overall
achieves fewer total and maximum overflows, which may be easily fixed dur-
ing detailed routing. All the results prove that BoxRouter 2.0 has the state-
of-the-art routability, which is the utmost goal of global routing, and provides
high quality solutions in terms of wirelength/via. For ISPD-2007 contest, the
runtime was not a metric, but our runtime for the biggest circuit is about
2 days.

6.2 ISPD98 Benchmarks

We use ISPD98 benchmarks to compare BoxRouter 2.0 with recently pub-
lished global routers, Chi Dispersion, BoxRouter 1.0, ARCHER, FGR 1.0, and
FastRoute 2.0. Table IV shows the performance of each router on ISPD98 bench-
marks. We normalize the numbers by those from FastRoute 2.0, as it has been
the best in the literature. First, it shows that BoxRouter 2.0 completes ISPD98
benchmarks without any overflow. We tune BoxRouter 2.0 for runtime and
quality (which is the default setting) respectively, and compare both results
with other global routers as shown in Table IV. When tuned for runtime, al-
though slower than FastRoute 2.0, ours is 2-12x faster than the others, and
better congestion distribution (no overflow) will be significantly rewarded in
detailed routing by huge speed-up. Therefore, a higher quality solution should

2http://www.ispd.cc/ispd07 contest.html
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Table V. Comparison Between ISPD98 and Our New ISPD98H/I Benchmarks

ISPD98 ISPD98H ISPD98I

name nets grids lb.wlenb v.cap h.cap. t.cap v.cap h.cap. t.cap v.cap h.cap. t.cap

ibm01 11507 64 × 64 60142 12 14 26 11 13 24 10 13 23

ibm02 18429 80 × 64 165863 22 34 56 18 29 47 17 29 46

ibm03 21621 80 × 64 145678 20 30 50 17 27 44 17 26 43

ibm04 26163 96 × 64 162734 20 23 43 19 23 42 19 22 41

ibm05 27777 128 × 64 409709 42 63 105 24 44 68 23 44 67

ibm06 33354 128 × 64 275868 20 33 53 16 29 45 16 28 44

ibm07 44394 192 × 64 363537 21 36 57 18 32 50 17 32 49

ibm08 47944 192 × 64 402412 21 32 53 17 28 45 17 27 44

ibm09 50393 256 × 64 411260 14 28 42 11 25 36 11 24 35

ibm10 64227 256 × 64 574407 27 40 67 20 32 52 19 32 51

total 219 333 552 171 282 453 166 277 443

ratio 1.00 1.00 1.00 0.78 0.85 0.82 0.76 0.83 0.80

be preferred to runtime in global routing, unless the main purpose of a global
router is the integration with placement [Pan and Chu 2006].

6.3 New ISPD98 Benchmarks

As shown in Table IV, BoxRouter 2.0 conquers ISPD98 benchmarks. Therefore,
ISPD98 benchmarks are not enough to push the limit of BoxRouter 2.0. The
new ISPD07 routing benchmarks in Table II is too time/memory-consuming to
perform in-depth study of global routers and to provide insight on algorithm
in reasonable turn-around time. Therefore, we choose to reduce the capacities
of ISPD98 benchmarks (see Table V) to test the limit of routing research, and
try BoxRouter 2.0 on the new sets of benchmarks. To avoid any confusion, we
name the two modified ISPD98 benchmarks as follows:

—ISPD98H(ard) Benchmarks. with fewer capacities than ISPD98 benchmarks,
and which can be marginally completed by BoxRouter 2.0.

—ISPD98I(mpossible)3 Benchmarks. with one fewer capacity than ISPD98H
benchmarks.

Table VI reports the routing results of BoxRouter 1.0, FGR 1.0, and
BoxRouter 2.0 on ISPD98H and ISPD98I. Note that BoxRouter 1.0 binary is
available and can be downloaded from [UTDA ]. For this experiment, we simply
use the default parameters for BoxRouter 1.0, FGR 1.0, and BoxRouter 2.0 for
all the circuits. It shows BoxRouter 2.0 and FGR 1.0 can complete all the cir-
cuits in ISPD98H benchmarks which has on average 18% fewer total capacities
than original ISPD98.

As mentioned in Section 5, congestion-aware Steiner tree is mostly useful for
hard cases, as the effect of congestion-awareness can be washed out by global
router for easy cases. Thus, we apply node shifting to ISPD98I benchmarks to
observe the effect of node shifting clearly, and the results are presented in the
last six columns of Table VI. When node shifting is used with edge shifting, the

3This only implies that BoxRouter 2.0 cannot complete ISPD98I, and does not claim ISPD98I

proven to be unroutable.
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Fig. 12. Runtime exponentially depends on total routing capacity, while wirelength shows

quadratic dependency.

number of overflows can be reduced by 17.7% (from 1064 to 876) with negligible
overhead in wirelength, compared with edge shifting only.

Routing the harder cases involves significant runtime and wirelength over-
head as shown in Table VI. We examine how runtime increases with fewer
capacities (difficulty of a circuit) for ibm02 and ibm10 where the most amount
of capacity reduction is achieved. Figure 12 shows that the runtime is exponen-
tially dependent on the total capacity. This has an important message to global
routing in real practice. If routing capacity estimation considering prerouted
nets as well as blockage porosity, is too conservative (substantially fewer ca-
pacities than the actual capacities), it may incur unnecessary but significant
runtime overhead. Of course, the other way incurs runtime overhead at detailed
routing stage.

7. CONCLUSION

Modern VLSI design becomes more complex and denser due to the demand for
high-performance and various functionalities, making routability even more
challenging. In order to cope with the routability issue, a key to successful
design, we propose a new global router, BoxRouter 2.0, which can effectively
eliminate congestion. Experiments demonstrate the performance of BoxRouter
2.0 in terms of routability and wirelength/via on ISPD07 and ISPD98 bench-
marks. We plan to improve BoxRouter 2.0 continuously, since there are likely
additional room for improvement, as indicated by other global routers.
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