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ABSTRACT
In this paper, we propose fast and efficient techniques to
analyze the power grid with accurate modeling of the tran-
sistor network. The solution techniques currently available
for power grid analysis rely on a model of representing the
transistor network as a current source. The disadvantage of
the above model is that the drain capacitance of the PMOS
transistors which are already on is not modeled. The drain
capacitance of the PMOS transistors which are on, act much
like a decoupling capacitance in the power grid. By ignor-
ing the drain capacitance, the voltage drop predicted is pes-
simistic. This implies that a designer is likely to overesti-
mate the amount of decoupling capacitance needed. In our
proposed model, we model the transistor network as a simple
switch in series with a RC circuit. The presence of switches
leads to a non-constant conductance matrix. So, the switch
is modeled behaviorally to make the conductance matrix a
constant in presence of switches. The resulting conductance
matrix is a M-matrix thus making it amenable to linear al-
gebraic methods presented in the literature. The proposed
model is nearly as accurate as the SPICE model in predicting
the voltage drop. We demonstrate that the current source
model of the transistor network has an error of about 10% in
predicting the voltage drop. The proposed model offers the
middle ground between the accuracy of SPICE simulation
and the speed of the current source model. The proposed
model is 20 − 30× faster than SPICE. It also reduces the
size of the decoupling capacitance by 2−10× in comparison
with the methods presented in the literature.
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1. INTRODUCTION
Power grid related activities such as design, modeling,

analysis and verification has been a scene of intense research
activity in recent times. In this paper, we focus on power
grid analysis. The solution techniques currently available for
power grid analysis rely on a model of representing the tran-
sistor network as a current source [1]. This simplification en-
ables decoupling the transistor network from the power grid.
The most significant advantage of this simplification is that
the power grid problem mathematically reduces to solving
a linear system of equations. Thus we can apply techniques
from numerical linear algebra to solve the linear system of
equations arising from the power grid [2–9]. Hierarchical
analysis has also been used to analyze power grid [10, 11].
In hierarchical analysis, the power grid is partitioned and a
macromodel is created for each partition. The macromodel
makes the problem of analyzing large power grids tractable.
Since the deterministic techniques mentioned above solve
the entire system, they are not suitable for incremental anal-
ysis. The need for incremental analysis gave rise to stochas-
tic techniques such as random walk [12–14]. Stochastic tech-
niques have also been applied to study the effect of process
variations on the power grid [15–18]. When a transistor
switches on and connects to the grid, the charge that is sup-
plied to the transistor comes from the capacitors nearby.
This locality effect has been exploited to design fast algo-
rithms [19,20]. Methods have also been proposed for power
grid analysis in the context of floorplanning [21,22].

In the literature reviewed so far, the nonlinear transistor
network is modeled as a current source which results in a
linear system of equations. But this modeling might lead
to pessimism in the voltage drop prediction. In Figure 1,
we illustrate a voltage drop at a node in a power grid. In
the current source model, we replace the inverter chains with
time-varying current sources which model the switching cur-
rent drawn from the grid. The current source model does
not take into account the decoupling capacitances provided
by the PMOS transistors which are already on and currently
not switching. This leads to pessimism in the voltage drop
predicted. There is a difference of 0.025V in the voltage
drop predicted. As we will see later in the results section,
a pessimistic prediction will lead to a bigger decoupling ca-
pacitance.
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Figure 1: The voltage drop at a node from SPICE
simulation and the current source based approach.
There is a difference of 0.025V in the voltage drop
predicted.

We summarize the disadvantages in modeling the transis-
tor network as a current source:

1. When a PMOS transistor switches and connects to
the power grid, some of the charge is supplied by the
PMOS transistors that are already on. These PMOS
transistors which are already on, act much like a ‘de-
coupling capacitance’ in the power grid. By ignoring
this local charge sharing effect, the designer is likely
to overestimate the amount of decoupling capacitance
needed. This leads to wastage of power and silicon
area. The local charge sharing effect is not captured
in the current source model.

2. The number of transistors that get switched on differs
from cycle to cycle. This implies the amount of capac-
itance seen by the power grid also varies from cycle of
cycle. The time-varying capacitance is not captured in
the current source model.

The modeling of transistor network with respect to the
power grid has received little attention. In this paper, we
focus on the modeling aspect of the transistor network which
results in an accurate power grid analysis.

We summarize the contributions of this paper:

• We analyze the power grid by modeling the transistor
network accurately instead of replacing the transistor
network with a time-varying current source.

• The transistor is modeled as a simple switch in se-
ries with a RC circuit. The switch is modeled behav-
iorally as a Norton current source model. The behav-
ioral modeling of the switch is the key in making the
proposed simulation efficient. Note that modeling the
switch as a PWL resistor leads to convergence prob-
lems associated with abrupt non-linearities [23].

• The proposed model offers the middle ground between
the accuracy of SPICE simulation and the speed of the
current source model.

It should be noted that we have adapted techniques from
the literature but the overall flow is original. The rest of the
paper is organized as follows. The power grid modeling is

reviewed in Section 2 and the proposed transistor network
modeling is described in Section 3. The behavioral modeling
of switch and its role in making the conductance matrix a
constant in presence of switches is described in detail in Sec-
tion 4. Simple speedup techniques are described in Section 5
and the overall flow is described in Section 6. The experi-
mental results are discussed in Section 7 and we conclude in
Section 8.

2. POWER GRID PRELIMINARIES
We adapt the power grid modeling described in [1] where

the power grid is modeled as a passive Linear Time Invariant
(LTI) network consisting of resistors, inductors, and capac-
itors. Since the ground grid is symmetrical we restrict our
analysis to the power grid alone [24]. The power grid can
be described using the Modified Nodal Analysis (MNA) for-
mulation [25]:

GV (t) + C
dV (t)

dt
= I(t) (1)

where

• G ∈ R
m×m is the conductance matrix which depends

on the topology of the circuit. Also, m denotes the
number of nodes in the power grid and the transistor
network.

• C ∈ R
m×m is the admittance matrix resulting from

capacitive and inductive elements.

• V (t) ∈ R
m is a time-varying vector of voltages at the

nodes.

• I(t) ∈ R
m has two kinds of rows [4]:

1. Rows with positive VDD value corresponding to
the nodes connected to voltage sources;

2. Rows with 0, correspond to all other nodes.

Since we restrict our attention to the voltages, we ignore the
KCL equations around the voltage sources. If all the voltage
sources are grounded, this results in the conductance matrix
G which is positive definite and it can be shown to be a M-
matrix [4]. This gives rise to efficient methods for solving
the linear system [26,27].

The ordinary differential equation in Eq. (1) can be solved
in time domain using Backward Euler technique [25]. We use
the Norton current source as the associated discrete circuit
(ADC) model for both capacitor and inductor. This is be-
cause Thevenin’s voltage source is not suited for MNA [25]
since for every voltage source we need an extra row in the
conductance matrix.

On applying ADC to the energy-storage elements, we get:(
G +

C

h

)
V (t + h) = I(t + h) +

C

h
V (t) (2)

where h is the time-step taken in the transient simulation.
If we fix the time-step h to be a constant, then the matrix(

G + C
h

)
turns out to be a constant for the entire dura-

tion of simulation. This leads to greater efficiency in the
transient solve since we need just one LU factorization of(
G + C

h

)
for the entire transient simulation and the cost

can be amortized over many runs of the transient simula-
tion. The nodal voltages at each time point in the transient
is got by a Forward-Backward Solve (FBS) which is O(m2)
compared to O(m3) for a direct solve [28].
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3. TRANSISTOR NETWORK MODELING
In this section, we describe our transistor network model-

ing. We differ from the literature by modeling the transis-
tor not as time-varying current source but as a simple RC
circuit [29]. The transistor is connected to the power grid
through a switch as shown in Figure 2.

RPMOS1

CL1

RPMOSn

CLn

Figure 2: Transistor is modeled a simple switch in
series with a RC circuit. Note that if a transis-
tor gets switched on to the grid node, some of the
charge will come from transistors which are already
on which is not captured in previous models.

The advantage of this modeling is that it can accurately
capture the self-loading effects of the transistor and the
charge-sharing among the switching transistors. But the
major disadvantage of this modeling is that based on whether
the switch is on or off, the topology changes, leading to a
different

(
G + C

h

)
matrix during every switching instant.

This makes the conductance matrix non-constant and it will
make the transient simulation inefficient. To make the mat-
ters worse, if we have k transistors modeled as switches then
potentially we have 2k different topologies [30]. This fact is
illustrated by building conductance matrices for the circuits
in Figure 3 and Figure 4 which differ only in the state of the
switch.

−
+VDD

1 Rx 2

Ry

Figure 3: Network having an open switch. The
topology due to an open switch is different when
compared to a closed switch in Figure 4. This leads
to the conductance matrix Gopen.

The MNA matrix equations corresponding to the circuit
in Figure 3 containing an open switch is given by

( 1 2

1 1 0

2 0 1
Ry

) (
V1

V2

)
=

(
VDD

0

)

GopenV = I (3)

−
+

VDD

1 Rx 2

Ry

Figure 4: Networks having a closed switch. The
topology due to a closed switch is different when
compared to an open switch in Figure 3. This leads
to the conductance matrix Gclose.

The MNA matrix equations corresponding to the circuit
in Figure 4 containing a closed switch is given by

( 1 2

1 1 0

2 − 1
Rx

1
Rx

+ 1
Ry

) (
V1

V2

)
=

(
VDD

0

)

GcloseV = I (4)

Note that we drop the KCL equations around the voltage
node 1 since we are interested only in the voltage at any
given node. It is clear from Eq. (3) and Eq. (4), depending
on whether the switch is closed or open we get a different
conductance matrix G.

In the next section, we describe a technique to keep the
conductance matrix

(
G + C

h

)
in the MNA formulation in

Eq. (2) a constant, irrespective of the state of the switches
and thus get back the efficiency achieved by having a con-
stant conductance matrix.

4. BEHAVIORAL SWITCH MODELING
In this section, we describe a discrete-time approximation

to the ideal switch which models the switch behaviorally.
This renders the conductance matrix

(
G + C

h

)
in the MNA

formulation in Eq. (2) a constant, irrespective of the state
of the switches.

4.1 Ideal switch
The ideal switch shown in Figure 5 has zero resistance

when on and infinite resistance when off. Also the ideal
switch can move from one to state to another instanta-
neously. This change in resistance causes the change in
topology and hence we get different conductance matrices.

But from the view of simulation, the behavior of the ideal
switch (s) can be captured by the following equations:

s = open ⇔ is = 0 (5)

s = short ⇔ vs = 0 (6)

This behavioral modeling of switch is a key in achieving ef-
ficiency in power grid simulation.
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+
is

−

vs

Figure 5: Ideal switch.

4.2 ADC for an approximate switch model
The industry standard circuit simulators like SPICE use a

two-valued resistor for modeling the transistor switch. But it
leads to convergence problems and long execution times for
stiff networks [31]. For an efficient simulation with switches,
we just need to model the behavior of the switch as captured
in Eq. (5) and Eq. (6).

We now describe Approximate Discrete Circuit (ADC)
for an approximate model of switch. This was indepen-
dently developed by Hui and Morrall [32], and by Pejović
and Maksimović [33] in 1994, motivated by the switching
power system simulations.

Before describing the ADC formally, it would be instruc-
tive to get an intuition of the idea which makes the con-
ductance matrix a constant irrespective of the state of the
switches. To illustrate, consider the circuits in Figure 3 and
Figure 4. We would like to have the same conductance ma-
trix for both the circuits since they differ only in the state
of the switch.

Let the switch be modeled by a voltage source (vs) in
series with a finite resistance (rs) as shown in Figure 6.

−
+VDD

1 −+

vs

is 2 rs 3 Rx 4

RySwitch Model

Figure 6: Modeling a switch with a voltage source.
By varying the value of the voltage source, we can
simulate the on or off behavior of the switch. Since
we are just changing the value of the voltage source,
the conductance matrix remains the same irrespec-
tive of the state of the switch.

Applying KVL to the circuit in Figure 6, we get,

−VDD − vs + is(rs + Rx + Ry) = 0 (7)

To simulate the switch being open (s = 0) we need is = 0
as in Eq. (5). This can be easily achieved by setting vs =
−VDD. Similarly, to simulate the switch being short (s = 1),
we set vs = 0. Thus by changing the value of the voltage
source we can simulate the behavior of a switch without
changing the topology of the circuit. This is the intuition
behind the switch modeling.

The above intuition is formalized by writing out the MNA
equations for the circuit in Figure 6.

⎛
⎜⎜⎜⎜⎝

1 2 3 4

1 1 0 0 0

2 −1 1 0 0

3 0 − 1
rs

1
rs

+ 1
Rx

− 1
Rx

4 0 0 − 1
Rx

1
Rx

+ 1
Ry

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎝

V1

V2

V3

V4

⎞
⎟⎠ =

⎛
⎜⎝

VDD

vs

0
0

⎞
⎟⎠

(8)

By setting vs to 0 or −VDD in the RHS of Eq. (8) we can
simulate the switch being on or off. Note that the conduc-
tance matrix on LHS remains a constant irrespective of the
state of the switches.

4.3 Current source based ADC for switch
Since MNA lends itself more naturally to a current source

compared to a voltage source [25], we use a current source
instead of a voltage source to simulate the state of a switch.
The ADC for an approximate switch model is shown in Fig-
ure 7. The ADC of an approximate switch can be thought
of as a linearized, discrete equivalent circuit of a nonlinear
resistor [33].

+
i
(n+1)
s

rs j
(n+1)
s

−

v
(n+1)
s

Figure 7: Associated Discrete Circuit (ADC) of an
approximate switch model. The superscript (n + 1)
refers to the simulation step.

The state of the switch is captured by changing the value

of the current source j
(n+1)
s . This is similar to changing the

value of voltage captured in Eq. (7). In our simulations, we
modeled the switch as a current source as shown in Figure 7.
The behavioral model of the switch is given by [33]:

j(n+1)
s =

{
−i

(n)
s if s(n+1) = 0,

v
(n)
s
rs

if s(n+1) = 1.
(9)

Note that we use v
(n)
s
rs

when s(n+1) = 1 instead of 0 as we

had discussed in the example above. But when the switch
is closed there is almost no voltage drop across the switch.

Hence v
(n)
s ≈ 0 and thus consistent with our intuition. We

adopt this notation just to be consistent with the power elec-
tronics literature. The efficiency of our proposed algorithm
compared to SPICE is down to this behavioral modeling of
the switch. We show that the algorithms previously pre-
sented in the literature can be applied to our new model
without much change. This is done by proving that the
resultant conductance matrix G is a M-matrix.

4.4 Conductance matrix is a M-matrix
Definition 4.1 (M-matrix). A matrix A ∈ R

m×m is an
M-matrix if it satisfies the following conditions: (1) aii >
0 ∀i; (2) aij ≤ 0 ∀i �= j; (3) aii ≥ ∑

j �=i |aij | ∀i; (4)

aii >
∑

j �=i |aij | for at least one i;
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Theorem 1. The conductance matrix A = (G + C
h

) ob-
tained by modeling switch by its ADC is an M-matrix.

Proof. We have to show that the conductance matrix A sat-
isfies all the 4 conditions in Definition 4.1.

The first condition is aii > 0 ∀i. This is satisfied due to
the MNA stamping [25]. The diagonal entries of A is given
by

aii =
∑

j∈nodes

gij +
ci

h
(10)

By definition, a node is a junction of at least two elements.
This implies the RHS of Eq. (10) has at least two distinct en-
tries. Since the conductances and capacitances are positive
values, we can conclude that the first condition aii > 0 ∀i
holds for our conductance matrix A.

The second condition is aij ≤ 0 ∀i �= j. This is again
satisfied due to the MNA stamping or in other words it is
correct by construction. The only exception comes when
there is a voltage source connected to the node. KCL needs
to account for the current through the voltage source (ivs).
In MNA stamping, it turns out that the coefficient of ivs

is +1 causing the second condition to fail. Since we are
interested only in the voltages at a given node, this situation
is avoided by ignoring the KCL around the node connected
to the voltage source.

The third condition is aii ≥ ∑
j �=i |aij | ∀i. This follows

from Eq. (10).

aii =
∑

j∈nodes

gij +
ci

h

=
∑

j∈nodes

|gij | + ci

h
(Since gij is positive, gij = |gij |)

≥
∑

j∈nodes

|gij | ≥
∑
j �=i

|gij |

=
∑
j �=i

|aij | (Since aij = gij ∀i �= j) (11)

The fourth condition is aii >
∑

j �=i |aij | for at least one
i. We need at least one voltage source for our power grid.
In our MNA construction, the KCL equations around the
voltage source node are dropped. We can state the MNA
construction corresponding to voltage source mathemati-
cally as follows. If there is a voltage source at node i then
aii = 1, aij = 0 ∀i �= j. The RHS corresponding to this
row is set to VDD. Thus the fourth condition directly follows
from this construction.

It should be noted that it is straightforward to make A
a symmetric matrix. The matrix is not symmetric due to
the fact that we drop the KCL around the voltage source
node. The technique to make A symmetric is illustrated
by an example [4]. Consider the circuit shown in Figure 4.
The MNA matrix equations corresponding to the circuit in
Figure 4 is reproduced below for convenience.

( 1 2

1 1 0

2 − 1
Rx

1
Rx

+ 1
Ry

) (
V1

V2

)
=

(
VDD

0

)

Since V1 = VDD, we can rewrite our system of equations as:

( 1 2

1 1 0

2 0 1
Rx

+ 1
Ry

) (
V1

V2

)
=

(
VDD
VDD
Rx

)

Now the conductance matrix turns out to be a symmetric
matrix. Note that the conductance matrix is still an M-
matrix even after its transformation to a symmetric matrix.

5. SPEEDUP TECHNIQUES
In this section, we discuss speedup techniques to improve

the runtime of the proposed modeling. To get an intuition
behind these techniques, it is instructive to look into the
phases that occur in power grid simulation. There are two
phases which occur in power grid simulation and it shown in
Figure 8 which is a stylistic depiction of the phases. Please
note that the graph is not drawn to scale.

1. Local charge redistribution. This happens when the
PMOS transistor gets switched on to the power grid.
Most of the charge is supplied by the local capacitors.

2. Global recovery phase. This happens when the power
supply starts supplying charge to the capacitors. It
brings back all the capacitors to their original state of
being fully charged.

t

v(t)

0

VDD

Local charge
redistribution

Global
recovery

Figure 8: The figure is not drawn to scale. This
is a stylistic depiction of the 2 phases that occur
in power grid simulation. There are two phases, the
first phase (dotted) is local charge redistribution and
the second phase (dashed) is global recovery.

5.1 Local charge redistribution phase
The major drawback of this proposed modeling is that

the time-step (h) in Eq. (2) is decided by the fast transients
during the switching of transistors which cause a voltage
drop in the grid near instantaneously (local charge redistri-
bution). Since we need to track these transients accurately,
the time-step (h) is set to tens of picoseconds. When the
power grid recovers back after this fast transient voltage
drop, we can track the voltages well with time-step in hun-
dreds of picoseconds. Thus if we can calculate this voltage
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drop using a fast approximation without doing a detailed
simulation then we can use a bigger time-step in rest of the
simulation. This implies a faster runtime for the proposed
power grid modeling.

The researchers in power electronics community have ad-
dressed this issue of charge redistribution [23]. But they
assume instantaneous charge redistribution by ignoring the
resistances which is not a good approximation in the power
grid problem. So we need an approximation which also takes
into account the resistances of the power grid.

The idea behind the approximate method to calculate
the voltage drop is that when a transistor switches on at a
grid, most of the charge comes from nearby capacitors (local
charge redistribution) and the recovery of the nearby capaci-
tors to their original fully charged state is due to the charge
being supplied from the nearby voltage sources (global re-
covery phase).

The voltage drop is due to local charge redistribution. The
idea of locality is exploited to devise a fast method to cal-
culate the drop. It has been shown in that the using first
two shortest paths (in terms of impedance) from the node
to the voltage source to calculate the drop gives an approx-
imation within 10% of the SPICE results [34]. Thus having
more shortest paths will lead to a better approximation of
the voltage drop.

But the drawback of this method is that it works only if
the switching events are isolated. Though we do not define
isolated switching event formally in this paper, it can be
stated informally as follows. A switching event is said to
be isolated if there are no switching events in its locality.
Since our proposed modeling results in a non-linear system,
we cannot use superposition when switching events occur
simultaneously in nearby power grid nodes. We defer the
voltage drop calculation during simultaneous switching to
future work.

5.2 Global recovery phase
A simplifying assumption in scheduling gate switching

helps speedup the global recovery phase. We assume that
all gates that can switch in a given cycle, switch during the
positive edge of the cycle. For example, consider an inverter
chain (inv1 − inv4 − inv16) hooked to the same power grid
node. If inv1 is switched on during a cycle, inv16 also gets
switched on but after some finite delay. But in our model,
we switch on both inv1 and inv16 at the same time. This
makes our voltage drop to be near the positive edge of the
clock. Since our goal is to observe the dynamics at power
grid nodes over several cycles, we are less concerned at the
exact time at which the voltage drop occurs.

Thus in global recovery phase, observe that once grid re-
covers back to the supply voltage in a given cycle it is going
to stay at the supply voltage. This is because all the gates
that were scheduled to be switched during a given cycle gets
switched during the start of the cycle. Thus the power grid
simulation can be fast-forwarded to the start of the next
cycle once all the nodes recover back to the supply voltage.

6. OVERALL ALGORITHM
The proposed power grid simulation with the behavioral

modeling of transistor is given in Algorithm 1.

7. EXPERIMENTAL RESULTS
We implemented our model and algorithm using a com-

bination of awk/perl/matlab scripts since our main purpose

Algorithm 1 Power-Grid-Simulation

Input: Transistor representation of the blocks
Input: Input switching patterns at the primary inputs of

the block
Input: RC representation of the power grid
Input: h = time-step, set by the fastest transient in local

charge redistribution
Output: Power grid voltage at various user specified points

on the power grid
1: // (Section 3)
2: Model transistor as a switch connected to a RC circuit.
3: // (Section 4)
4: Model switch by its ADC in Eq. (9).
5: Generate the conductance matrix for the power grid

model as in Eq. (2).
6: while time < time-stop do
7: if positive edge of clock then
8: // Conductance matrix in LHS of Eq. (2) is
9: // constant irrespective of the state of switches

10: Update RHS in Eq. (2) based on the state of
switches. Please note that the state of switch de-
notes whether the PMOS transistor is on or off.

11: // Speedup technique for local charge redistribution
12: // (Section 5.1)
13: if switching events are isolated then
14: Use approximate methods to calculate the volt-

age drop due to the local charge redistribution.
15: Update time.
16: end if
17: end if
18: // use any efficient M-matrix solver
19: Solve for unknown voltages in Eq. (2).
20: Update ADC of energy-storage elements.
21: time = time + h.
22: // Speedup technique for global recovery phase
23: // (Section 5.2)
24: if all the nodes have recovered to supply voltage then
25: Fast forward time to the start of next cycle.
26: end if
27: end while

is to demonstrate the concept. Hence if implemented in
C/C++ with well tuned data structure/code, the speedup
compared to SPICE is expected to at least 2 orders of mag-
nitude. We report the results of experiments run on random
benchmarks [35]. The experiments were done using a 32-bit
Linux machine with 4 GB RAM and running at 3.4 GHz.
The delay models were generated using the 90nm Berkeley
Predictive Technology Model [36].

The results are presented in Table 1. The error in our pro-
posed model is very small compared to the current source
based model. Note that the error in voltage drop predicted
by current source model for ckt9 compared to ckt1 is bigger.
This is because in ckt9, there are more transistors hooked
to the power grid node compared to ckt1. Hence the decou-
pling capacitance provided by the PMOS transistors which
are on, is much bigger in ckt9 compared to ckt1. Since the
current source model has no knowledge of the drain capaci-
tance provided by the PMOS transistors which are on, there
is a higher error in voltage drop predicted for ckt9 compared
to ckt1.

While solving Ax = b we employed simple LU factoriza-
tions rather than the specialized algorithms for solving M-
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matrix presented in the literature. Thus an implementation
using compiled language and specialized algorithms for solv-
ing Ax = b, would lead to a greater speedup.

Table 1: Runtime over 10 cycles for random cir-
cuits. The drop predicted by both the proposed
and the current source model are pessimistic.
(Cycle-time = 750ps)

ckt Nodes Runtime [s] Speedup Errore[%]
Propp SPICE CSc Propp

1 3658 4.86 153.41 31.57× 8.5 2.2
2 3958 5.70 165.19 28.98× 8.6 0.5
3 4258 6.00 179.26 29.88× 9.7 1.1
4 4558 6.56 188.70 28.77× 10.9 0.55
5 4858 7.13 199.07 27.92× 13.1 1.2
6 5158 7.80 205.73 26.38× 12.4 0.2
7 5458 8.37 215.99 25.81× 13.6 0.15
8 5758 8.95 234.18 26.17× 14.8 0.25
9 6058 9.57 252.39 26.37× 15.4 1.1

e Error [%] is given by
Vpredicted−VSPICE

VSPICE
× 100

p Proposed Model
c Current Source Model

The speedup technique discussed in Section 5.2 was also
implemented. This technique improved runtime by nearly
an order of magnitude. If the switching is isolated, then we
can use the speedup technique discussed in Section 5.1. This
can improve the runtime at least by 2×.

The major gain in using the proposed modeling comes
when sizing the decoupling capacitances (decap). We con-
sidered a power grid node under the worst case switching
conditions of an inverter chain (inv1− inv4− inv16) hooked
to it.

The decap Cdecap at a given node is given by [24]:

Cdecap =

(
Ipeaktrise

2

)
ΔV

(12)

where the maximum voltage ripple allowed is ΔV .
When we take into account the capacitances of the gates

connected to the node while simulating, the decap size needed
goes down drastically as shown in Table 2. The column la-
beled Literature reports decap size based on Eq. (12). The
proposed column has decap values obtained manually using
our proposed modeling algorithm and verified using SPICE.

Table 2: Decoupling capacitances for a given tol-
erance level. The decap is at node for a random
circuit.

ΔV (V ) Proposed(pF) Literature [24](pF) Gain

0.01 2 6.75 3.4×
0.02 0.630 3.38 5.4×
0.03 0.236 2.25 9.5×
0.04 0.158 1.69 10.7×
0.05 0.105 1.35 12.9×

It is clear that we can get an order of magnitude reduction
in decap when the ripple tolerance is higher (ΔV ≥ 0.04V ).

But even when the ripple tolerance is very low we still get a
significant reduction in decap size.

8. CONCLUSION
We have proposed a new model for power grid simulation

while retaining the features that make power grid simulation
amenable to linear algebraic methods presented in the lit-
erature. The proposed model can be seamlessly integrated
into the existing power grid models. It is more accurate
compared to the current source model and it also retains
the efficiency of current source model by having a constant
conductance matrix. The proposed model offers the mid-
dle ground between the accuracy of SPICE simulation and
the speed of the current source model. The proposed model
also reduces the size of decoupling capacitance since it takes
into account the drain capacitance of the transistors into
account. We are working on fast approximation methods to
find the voltage drop in the local charge distribution faster.
This will help to improve time-step (h) and hence the run-
time.
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