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Abstract— Placement migration is the movement of cells within migration can locally spread out cells in these congested
an existing placement to address a variety of post-placement or noisy regions [1].
design closure issues, such as timing, routing congestion, signal | A global analytic or force-directed placer may use place-

integrity, and heat distribution. To fix a design problem, one . . . .
would like to perturb the design as little as possible while ment migration to spread out the cells while attempting to

preserving the integrity of the original placement. This work preserve the ordering induced by the overlapping analytic
presents a new diffusion-based placement method based on solution.

a discrete approximation to the closed-form solution of the Thi K t techni f | t miarati
continuous diffusion equation. It has the advantage of smooth IS WOrK presents a new technique lor placement migration

spreading, which helps preserve neighborhood characteristics of Pased on the physical process of diffusion. Diffusion is a
the original placement. Applying this technique to placement well-understood physical process that moves elements (such

Iegali_za_tion demonstrates significant improvements in_wire length gs dopants) from a state with non-zero potential energy to a
and timing compared to other commonly used techniques. state of equilibrium. The process can be modeled by breaking
down the movements into several small finite time steps,
then moving each element the distance it would be expected
to move during that time step. Our approach to placement
During placement and physical synthesis of VLSI circuitgnigration follows this model; it moves each cell a small
one is commonly faced with tasks such as cell spreadirginount in a given time step according to its local density
legalization of overlapping cells, and manipulation of thgradient. The more time steps the process is run, the closer
placement to address objectives like power and routing cdhe placement gets towards achieving equilibrium. The primary
gestion. These tasks share a common theme of starting vathvantage to this approach is that it spreads the placement
an initial placement that is “good” and perturbing it so that #moothlywhich is more likely to preserve the integrity of the
is improved in some way while still preserving the essentiariginal placement.
characteristics (cell ordering, wirelength, etc.) of the original Among the various placement migration applications, le-
placement. We call these sets of tasks “placement migratiogalization is perhaps the most straightforward. Therefore, the
Some specific examples of placement migration include themainder of the paper will discuss diffusion in this context.
following: The paper is organized as follows. Section Il formulates the
« During physical synthesis, one may insert buffers ar{galizat_ion problem and reyiews previqus techpiquc_es. Section
repower gates, thereby creating overlapping cells. Th& dgscrlbes the mathematlcal formulation for d|ﬁgS|on in the
new instance needs to be legalized, but one wants to avéR1tinuous space. Sectlor_1 IV presents the num_encal a_Igorlthm
moving any cell too far away from its original location. re_zquw_ed to simulate fche _dlffusmn_process. _Sectlor_1 V gives the
. After placement, it may be necessary to make Engineglﬁu5|on—base_d Iegahzatlon_ algorlthm. Sgptmn Vi ||jtrOQUces a
ing Change Orders (ECO) or insert decoupling capacitoi@Pust Iocall dlffuspn algorithm wh|cr_1 utilizelscal dlfqumn
which requires spreading to resolve induced overlaps. and dynam_lc.dens.lty update to.achleve better quality results
« Post routing congestion analysis may identify severHpan the original diffusion algorithm and runs faster. It only

hot spots of congestion or crosstalk noise. Placemefifuse” cells as necessary to make a placement legal. Ex-
perimental results are shown in section VII, followed by the
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A. Formulation congested bins to their neighboring bins; [17] uses a cell

A placement is close to legal if all that is required to legaliz&Nifting technique to reduce the maximum bin density.
the placement is to snap cells to rows or perhaps performfilthough all these techniques can be used to perturb the
minor cell sliding in order to fit the cells. Assume the ChinIacement, the perturbation is rather discrete compared to the

layout is divided into small, equal sized bins (which can sRliffusion-based method that is more continuous and smooth.

around 5-15 cells for example). Lélt,.. be the maximum Another technique for smooth cell movement is proposed in
allowed density of a bin, where commonty,... = 1. The [18] recently. Similar to diffusion, it uses bin density gradient
placement is considered close to legal if the area density {8fSPread out cells globally. The difference is that it moves
every bin is less than or equal t,,,. For all bins with cglls as if they are tfathered to an expar)dlng grid, while
density greater that,.., cells must be migrated out of thosddiffusion moves cells Q|rectly based on density. Although [18]
bins into less dense ones. The goal of legalization is to red g0 USes a computational geometry based method to further
the density of each bin to no more thdp,,, while avoiding arrange cells locally while maintaining the local relative order,
moving these cells far from their original locations and als§'€s€ two methods produce similar results as the experiment
to preserve the ordering induced by the original placementSection will show.

C. Force-Directed Techniques

Existing legalization techniques include network flow [3] One may view force-directed global placement (e.g., [19])

e . . legalization technique. The algorithm starts with an
heuristic ripple cell movement [4] , dynamic pro rammmgiS a 1eg
[5], single F;Ew optimization [6] [[7]] paycking [SF]) a%d other verlapping global placement. It then adds forces based on the

heuristics [9] [10] [11] [12] [13]. density of the layout to spread out the placement, proceeding

The network flow approach [3] models the bins as igleratively. At first glance diffusion (DIFF) and force-directed

minimum-cost network flow graph and then flows cells out Osfp_re{admg (F.ORCE) share a common appfoa_Ch of using the
existing density map to spread out cells until bin density con-

high-density bins into low-density bins. Its objective funCtiOgtraintS are satisfied. However, there are several key differences
is to minimize a weighted sum of squared cell movementg.t th ) h '
Like network flow, Mongrel [4] legalizes by moving cells etween these approaches. i i
out of bins that exceed their capacity. Mongrel iteratively * FORCE generates spreading forces froglabal density
computes a low cost path of movement from a source bin dlstr|but|op,_ while DIFF generates cell velocities from
to a destination bin, then ripples cells from the source to the local densities. _ o
destination by only allowing cells to move by at most one bin, * FORCE models the placement density astgetric field
The approach used by [5] tries to legalize one row at a time that agts on the ceIIs;_each cell has some attraction or
while preserving the original cell order. If not all the cells fit ~ 'epulsion to each region of the layout. On the other
in the row, it uses dynamic programming to decide which cells hand, DIFF physically models the placement density as
to preserve in the row and which ones to push into the next @ diffusionprocess in which cells move along their local
row. Similar to [5], the approach of [6] optimizes cell locations ~ density gradients. . .
for a single row to optimize wirelength and cell perturbation. * Because their abstract physical models are different,
Another row based legalization is introduced in [7], which SO are the solution techniques. FORCE solViesar
uses a shorted path algorithm to optimize either perturbation @/gebraic equationggenerated by cell connections and
or wirelength. A simple and effective technique [8] is to sort ~ SPreading forces, while DIFF solves tpartial differen-
all the cells based on their x coordinates then place one by &l équationgenerated by local neighborhood densities.
one like packing. And other heuristics [9] [10] [11] [12] [13] * FORCE requires .cettonnectlonand denglty mformgﬂon
employ greedy heuristics to legalize placement. for spreading, while I_DIFF only_nee_densﬂymfo_rmatlon.

An incremental placement based approach [14] can be used P!FF does not consider the circuit connectivity.
for legalization of large placement changes as the result of
buffer insertion and gate sizing. It uses a slicing tree to IIl. THE DIFFUSION PROCESS
represent the original floorplan, adjusts the size of each sliceAlgorithms which model the physical process of diffusion
to accommodate additional placement demands and finalse not common in the VLSI physical design area, though
applies a detailed placer that can preserve the whitesptivey do exist elsewhere in the semiconductor industry. For
distribution. Although this approach can optimize wirelengtxample, the dopant diffusion process on chip substrate is a
and preserve white space, as a detailed placement algorithnvell known diffusion process [20]. Intuitively, materials from
could significantly change the placement relative order whidtighly concentrated areas flow into less concentrated areas.
might have unpredictably impact on existing timing. Diffusion is driven by the concentration gradient, which is the

There are a few spreading techniques that can also be uskbe and steepness of the concentration difference at a given
for legalization potentially. These techniques [15] [16] [17point. The increase in concentration in a cross section of unit
were originally designed to spread out cells in congestegea with time is simply the difference of the material flow
regions during analytical placement. [15] uses grid-warpirigto the cross section and the material flow out of it. Diffusion
technique to move cells as they are tethered to a warpirgaches an equilibrium state when the material concentration
grid; [16] uses a similar technique as [4] to move cells frons uniformly distributed.

B. Existing Legalization Techniques
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Mathematically, we can describe the relationship of material Computing Bin Density
cpncentration With time and space using the following partial |nstead of the continuous density,,, we now can describe
differential equation. diffusion in the context of the density, ; of bin (j, k). The
Ody (1) DV2d, (1) ) initial density d; x(0) of each bin(j,k) can be defined as
ot Y d;;(0) = L A; where A; is the overlapping area of celland
whered, ,(t) is the material concentration at positi¢n, y) bin (4, k).
at timet¢ and D is the diffusivity which determines the speed For simplicity, assume that if a fixed block overlaps a bin,
of diffusion. For simplicity of presentation, assuniz = 1 it overlaps the bin completely. In these cases, the bin density
for the rest of the paper. Equation (1) states that the spggdlefined to be one, though boundary conditions prevent cells
of density change is linear with respect to its second ord&em diffusing on top of fixed blocks.
gradient over the density space. This implies that elementsAssume that the density; . (n) has already been computed
migrate with increased speed when the local density gradié@t time n. Now one needs to find how the density changes
is higher. In the context of placement, cells will move quickeand cells movements for the next time step+ 1. We use
when their local density neighborhood has a steeper gradighg Forward Time Centered Space (FTCS) [21] scheme to
When the region for diffusion is fixed (as in placementyliscretize Equation (1). The new bin density is given by
the boundary conditions are defined w4, ,,(t) = 0 for

coordinates(xyp, y,) on the chip boundary. We also define dig(n+1) = djr(n) )
coordinates over fixed blocks in the same way in order to +g(dj+1,k(n) +dj—11(n) — 2d; x(n))
prevent cells from diffusing on top of fixed blocks. This forces Azt

cells to diffuse around the blocks. +7(dj,k+1(n) +dj—1(n) — 2d; 1(n))

In diffusion a cell migrates from an initial location to its
final equilibrium location via a non-direct route. This routd he new density of a bin at time + 1 depends only on its
can be captured by a velocity function that gives the velociflensity and the density of its four neighbor bins. Note that
of a cell at every location in the circuit for a given time one does not actually use the cell locations at time- 1
This velocity at certain position and time is determined bip compute the density. The degree of migration out of (or
the local density gradient and the density itself. Intuitively, #to) the bin is proportional to its local gradient. For example,
sharp density gradient causes cells to move faster. For evepsider a density distribution at a given timeshown in Fig.
potential (z, y) location, define a 2-dimensional velocity fieldl and assumét = 0.2. The density of bir(1, 1) at timen+1

Vo = (v, vY ) of diffusion at timet as follows: is given by:
1 Oday (1) d = d 902 do.1(n) — 2d
vy (t) = =y (1) L +1) = dia(n) + = (d21(n) + do1(n) — 2d1,1(n))
’ X
0.2
W () = adgz(t) Jdyy (1) @) +5 (dra(n) +dio(n) — 2d11(n) = 0.98

Given this equation, and a starting locati@(0), y(0)) for

i : B. Computing Cell Velocit
a particular element, one can find the new locatieft), y(t)) puting 1ty

for the element at time by integrating the velocity field: Just as Equation (1) can be discretized to compute place-
. ment bin density, Equation (2) can be discretized to compute
z(t) = z(0) +/ Uﬁt/) y(t’)(t/)dt/ the velocity for cells inside the bins. For now, assume that
, ’ each cell in the bin is assigned the same velocity, the velocity
) = y(0)+/ v;f(t,)}y(t,)(t’)dt' 3) for the bin, given by:
. o . e H __djrik(n) —dj_1k(n)
Equations (1), (2), (3) are sufficient to simulate the diffusion vi(n) = — 2, +(n)
process. Given any particular element, one can now find the 4 (n)]’_ d s 1(n)
new location of the molecule at any point in timeTo apply v;fk(n) = bl (5)

this paradigm to placement, one needs to migrate from a 2d;(n)

continuous space to a discrete place since cells have variolise horizontal (vertical) velocity is proportional to the differ-
rectangular sizes and the placement image itself is discrezaces in density of the two neighboring horizontal (vertical)
The next section presents a technique to simulate diffusibms. For example, the velocity for bir, 1) in Fig. 1 is given
specifically for placement. by:

IV. DIFFUSION BASED PLACEMENT - day — do.y - 04— 14 -

One can discretize continuous coordinates by dividing the Uf1 == 9d T 210) 0.5
placement areas into equal sized bins indexed (jyk). d j(li 04 B 16
Assume the coordinate system is scaled so that the width and v}, =—- —2 L0 _ =" _ g4
height of each bin is one. Then locati¢n, y) lies inside bin 7 2dy1 2(1.0)

(4, k) = (|=], ly]). We can also discretize continuous time  Similarly, densities for other bins are given by, =
asnAt, whereAt is the size of the discrete time step. (0.5,0) , vo1 = (0.25,—0.25) and vz s = (—0.125,0.125).
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d1,3:l.0 d2'3:0.2

X(9).y(9)
2 » 'Vz,z

d0,2:1-2 d1 »=0.4 ﬂdz »,=0.8 d3,2:0-6

Va1

Vi1
do'121.4 d1,1:1.0 dzylzo.x d3,l:0-8

x(0).y(0)

dlyo:1.6 d2,020.6

Fig. 3. A cell movement trajectory during diffusion.
Fig. 1. Density and velocity distribution at time

by (v, ly)) is given by
H _ H H H
Bin (1,2) Bin (2,2) Uy = + a( Up+1, q pq,q) +£(Up,q+lH_ Up7q)
Vis \v +O‘f6( Upq T ”p+1,q+1 ~ Vpti,g ~ Up,gt1)
— “ U:Xy = vz‘)/,q + O‘(”z‘)/-s-l,q - vXq) + ﬂ(vz‘;qﬂ - vXq)
A +aﬁ(1}1‘7/,q + v1‘7/+1,q+1 - U1‘7/+17q o vXqul) (6)
B =04 V1618/ Consider the example shown in Fig. 2, which is actually a
: v close-up of Fig. 1. For an example locatign= 1.6, y = 1.8),
(CER ot we havea = 0.1 and 8 = 0.3. The velocity for this point is
i given by:
Bin (1,1) | Bin (2,1)
=01 Uf@‘,l.s = ”fl + 0'1(1)51 - 'Ufl) +0. 3(”{{2 - Uﬁl)
+0.03(v{") + vily — vily —vf'y) = 0.45625
1% _ .V 1% 1% 1%
Fig. 2. Velocity interpolation within a bin. Vie1s = UVia Tt 0'1(7]2,1 - Ul,l) + 0. 3(1}1 2 — Uy, 1)

+0.03(vyy + vy — vy — vyy) = 0.40175

Note that bin(1,2) has no vertical velocity component sinceD. Computing Cell Location

the densities both above and below are equal to 1.0. To makf?;ince the velocity for each cell can be determined at time
sure that fixed cells and bins outside the boundary do r}?t— A7 , one can Compute its new p|acement via a discretized
move we enforcev” = 0 at a horizontal boundary andform of Equation (3). It is easier to comprehend (and it is
= 0 at a vertical boundary. more useful) in its recursive form. Suppose we have already
computed £(n), y(n)). Using Taylor expansion gives compute
z(n+1),y(n+1) as

C. Cell Velocity Interpolation "

Assuming that each cell in a bin has the same velocity fails
to distinguish between the relative locations of cells within yln+1) = ( )+“z(n (n) " A ™
a bin. Further, two cells that are placed sided by side butAn example is shown in Fig. 3 in which a cell takes
in different bins can be assigned very different velocitiesine discrete time steps. Observe how the cell never overlaps
which could change their relative ordering. Since the goal af blockage and also how the magnitude of its movements
placement migration is to preserve the integrity of the origindecomes smaller toward the tail end of its path.
placement, this behavior cannot be permitted. To remedy this
behavior, we apply velocity interpolation to generate a velocity V. DIFFUSION-BASED LEGALIZATION
for any given(z,y). ALGORITHM

Let bin (p,¢) be such that the four closest bin centers to Now that we have presented the general diffusion paradigm,
(z,y) are(p,q), (p+1,q9), (p,g+1)and(p+1,q+1). Let we show how to apply this technique to legalization. Recall
a=xz+05—|z+05] andg =y + 0.5 — |y + 0.5]. If that to legalize the design, we require each bin to have density
a = [ =0, then(z,y) is located at the center of bip, ¢) and d;; < dma.. Once this is achieved, local slide and spiral
its velocity is given velocity, ,. As shown in Fig. 2, the bin methods can be used to quickly and easily achieve a legal
velocity will be marked at the center of each bin. The velocitglacement. Thus we are given an existing placement with
for a point inside of a bin is interpolated by the velocities dbcations (x;,y;) for each celli, N placement bins, and a
its four closest centers. The velocity for célt, y) (denoted maximum bin densityl,,q.-
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dlyo:1.3 d1,1:0.6 61,0:1.3 61,1:0.8
— d3,6:l.0 d4,6:0.2
doyozl do'1:0.8 aov():l 60,1:0.9

d2'5:1.2 d3'5:0.4 d4'5:0.8 d5,5:0-6

Fig. 4. The initial density map is modified to a new density map so that the
average bin density is 1.0.

0r4=1.4 |d34,=0.8 |ds4=1.0 d5,4:1-0

A. Density Map Manipulation

Since the diffusion process reaches equilibrium when each
bin has the same density, we can expect the final den- 0s5=1.6 |ds3=1.0 |ds3=1.0
sity after diffusion to be the same as the average density
Yd;r/N. This may cause unnecessary spreading especially. 5. Bins with fixed blocks are shaded to illustrate density computations
if the average density is well below the maximum densitynder boundary conditions.
constraint. For example, once every bin is below the maximum

density constraint, diffusion can cause additional spreading he lef ical  the fi hile bi
even though the requirements for legalization have been ngt°" the left vertical boundary of the fixed macro, while bin

This spreading will no doubt further perturb the placemel%ﬁ) is on the upper horizontal boundary. When computing
from its original state. ds 4(n+1), we makedy 4(n) = dz 4(n), thus (4) becomes:

Therefore, before beginning diffusion we need to properl _ 0.2
set the initial density values of those bins under the maximu%lﬁ"‘(n +1) = dsa(n)+ 7(d2’4(n) +d24(n) — 2d25(n))

density. To achieve this, we artificially increase the densities 0.2
) i —(d d —2d = 0.96.
of those bins less thad),, ... SO that the average density equals + 2 (d35(n) + d3 3(n) 3.4(n))
dmaz- Similarly, we maked, 4(n) = dy¢(n) to computed, 5(n+1),
One way to adjustl;  is 0.2
d4’5(n + 1) = d4,5(n) + ?(dg@(ﬂ) + d5,5(n) — 2d4,5(n))

7 dmaw - (dmaw - djk})::o dj,k: < dmaw
dj,k B { dj,k dj,k > dmaa: (8)

where A4, is the total area ovet,, ., and A; is total area less
thand,,.,, which is the available space to hold thg after
spreading. We can validate thgf# = dmaz-

Fig. 4 shows an example of the density manipulation for a }
2 x 2 bins. In the left figure, there is one bin whose densit§y- Algorithm
1.3 is over the maximum allowed density two bins whose  The algorithm begins by computing the initial bin density
densities are lower thah, and the other bin whose densityusing the given placement, then manipulates the density map
is exactlyl. ThereforeA, = d1 o —1 = 0.3 and A, = (1 — to avoid over spreading. Starting from tinde it recursively
d11)+(1—dp,1) = 0.6. If we adjust the density on those twocomputes bin density, bin velocity and cell locations for each
bins underl with (8), we will get the density map shown ontime stepn. It stops when the maximum bin density is less than

0.2
+7(d476(n) + d476(n) — 2d475(n)) = 0.62.

For bins inside of fixed macros, we do not update the
density.

the right, d010+d0,11d1=0+d1,1 -1 dmaz. The complete diffusion algorithm is given in Algorithm
d; 1, will be used as the initial conditiont (= 0) for the 1- o .
diffusion equation (4), After diffusion, the placement should have a maximum
. density ofd,,..., and is roughly legal. We need to run a final
;% (0) = dj k- 9) legalization step to put cells in a circuit row without overlap.
Any legalizer can be used at this step. It will only take the
B. Macro and Chip Boundary Handling legalizer a little effort to remove those overlaps. Here we use

At the boundary of the chip or a fixed macro, there is nii€ IBM CPlace internal legalizer. S
diffusion between either side of the boundary. Therefore, we9- 6 shows an example of diffusion-based legalization in a
need to make the densities on both sides the same to assur&#@ll region surrounded by fixed blocks. The left figure shows

density gradient is zero when computing (4). On a horizontl€ initial illegal placement. The right figure is the placement
boundary, we make, .1 (n) = d,,_1(n) if bin (j,k) is on out of legalization. Cells are shaded to represent their relative

the lower side of the boundary, @ ;,_1(n) = d; 1 (n) if order. We can observe that after diffusion the relative orders

on the upper side; while on a vertical boundaty, , ,(n) = '€ not changed.
d;—1,(n) if on the left side, ord,;_; x(n) = d;41,,(n) if on
the right side. ‘ VI. ROBUSTLOCAL DIFFUSION

For example, supposét¢ = 0.2 and bin(4, 3) to (5,4) are The diffusion based legalization algorithm introduced in
fixed, the density value for time is shown in Fig. 5. Bin3,4) previous sections provides a smooth global solution based on
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Algorithm 1 Diffusion-based Legalization Algorithm Initial Density Density Manipulation
Inputs: cell locations (z;,y;), N bins, maximum density 150 | 75 o 150 | 90 | o4
dmam
1: map cells onto bins and computg;, for each bin(j, k) 5 les | 100 » o0 |91 | 100
2: computed; ;, using (8), the average bin density is now
dmaz . 8 |8 | 85 % |94 |4
3: dj,k(()) — gk
4:n+—0 i L
5: repeat
6. computev?, (n),vY, (n) for each bin(j, k) using (5) S0 | +25 10 -50 | +10 | +6
7:  compute z,;(n),y;(n) for each celli using (7) and
velocity interpolation (6) *25 10 10 *10 ) +6 10
8: computed; x(n + 1) for each bin(j, k) using (4) o o o w6 |6 |6
90 ne—n+l
10: until maz(d; k(1)) < dmas + A Local Diffusion Global Diffusion

Fig. 7. Global vs. local diffusion example.

density, it does not check for each bin. Therefore, it could
move cells in those bins whose densities are already less than
the target density as long as there is a density difference
between adjacent bins. In other words, cells all over the chip
could end up moving, even if moving cells from illegal bins
to their adjacent bins is enough to satisfy the target density.
The ideal diffusion for legalization should lbecal, which only
spreads out cells from illegal bins to nearby free space without
moving cells in other legal bins unnecessarily.

Diffusion examples for both global and local diffusion are
shown in Fig. 7. Suppose there are a total of 9 bins, and that

the diffusion process. Diffusion global legalization is tightly : . N . .
coupled with the following detailed legalization because ttﬂa‘e upper left bin has a density of 150%, while the remaining 8

0 : e
diffusion algorithm is continuous. This diffusion algorithm, ins are lesser or equal to 100% density. The diffusion process

. . : . . using initial density manipulation will move cells in almost
however, could still move cells in legal regions which migh . . )
. ) . ~.every bin. For example, the density of the bin at the lower
result in unnecessary cell displacement, and the run time IS 4 . .
e . ; . right hand corner increases 6%, which comes from cells moved
bit higher than other global algorithms as shown in section VII. Co . e
into this bin. However, as shown in the local diffusion figure,

Therefore a fast and robust diffusion algorithm which MOV&Rere is a local solution that only affects the adjacent bins of

fewer cells is needed. Another major contribution of this papﬁ{ . S
. . e . . The overflowed bin. The total amount of movement in this local
is that we introduce a robust local diffusion algorithm, which

- e . s?lution is much less than the global solution.
utilizes a couple of fast and robust diffusion techniques tha e ) .
We propose to use a diffusion window to implement local

only “diffuse” cells as necessary to legalize placement, th usion. which onlv soreads out cells in a window around
making fewer cell movements and using less run time thar T y SP .
ns with higher density than the target density. The procedure

the diffusion algorithm described in previous section. The first, . . e . . . . . .
technique is local diffusion, the second is dynamic densigilr identifying diffusion windows is described in Algorithm 2.

update. The reasoning and details of these techniques are giv
in this section.

Fig. 6. Placements before and after diffusion-based legalization.

e‘Phis procedure first sets the move type of each bin as fixed.
Then for each bir(j, k), it computes the average density,

o of bins within a distance of#/; to bin (j, k). W; can range

A. Local Diffusion from 1 to 10 bins. If the average density is larger than the
The diffusion algorithm as shown in Algorithm 1 cantargeted densityl,,.., then it marks those bins which are

be calledglobal diffusion because it moves cells whereveiV, (W, >= W) distance away from birij, k) as movable.
there exists any density difference between adjacent bi@onceptually, this procedure first analyzes the average bin
With initial density manipulation, we can limit the amount ofdensity with the analysis window/’;, then it allows diffusion
spreading to be just enough to reduce densities of illegal bitwswork on the diffusion windowi?, around those bins with
(where bin densities are higher than the target density) to theerage density greater than the target density. This is because
target density. However, it still could move cells in legal binghe final legalization does not need all the bins’ densities less
(where bin densities are less than target density) unnecessdtign 1. As long as the average local density is less than
because the spreading is global. The stopping criteria ornthe detailed legalization algorithm can make them legal quite
check whether the maximum bin density is less than the targetsily. Therefore we only use average bin density of a window
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Algorithm 2 Identify Local Diffusion Window |
Inputs: max densityd,,.., analysis window sizé/; and |
diffusion window sizell,

1: for all bin (j,%) do || |

2: initialize bin (4, k) as fixed

3: for all bin (4,%) do

4 dip=0N=0 s T ]

5. for all bin (5, ") within a distance o#¥; to (j, k) do —h

6: dip=d o+ dji g ' [ ]

7: N=N+1 -

8 di,=d /N @7

9 if d;)k greater thani,, ., then L
10: for all bin (5, k") within a distance ofV, to (j, k)

do Fig. 8. Density error caused by irregular cell distribution.

11 mark bin (j/, k") as movable

C. Robust Local Diffusion Algorithm

to measure whether we need to diffuse, and mark those bjpd" this section, we put together the complete legalization
flow based on the robust local diffusion algorithm. As shown

far away from overflowed region as fixed. If bins are marke X X > X ) e X
A Algorithm 3, we iteratively identify local diffusion window

as fixed, the diffusion process will not move any cells in tho§ ; i .
bins as described in [2]. (Algorithm 2) and run diffusion Algorithm 1 to perform local

The window sizesV, andW, determine how much Spread_diffusion. When we can no Ionger reduce 'th.e total bin density
ing the diffusion process would produce and the speed o) erflow, we put cells on circuit row and eliminate all overlaps

spreading. In section VII we will examine the impact of th(I;O finalize the placement.
window size to legalization performance. - — —

After a certain period of diffusion steps, Algorithm 2 should'A‘Igorlthm 3 Robust Local Diffusion-based Legalization
be invoked again to correctly reflect the density distribution at repeat . e . . .
that time. Note that local diffusion does not require the initial > |dent|fy chal diffusion regions (A_Igorlthm 2)
density manipulation step because the window identificatiorr:  "" dlffus_|on fo”.VU steps (Algorithm 1)
process guarantees the minimum spreading. 4 u_pdate_ bin density :

5. until no improvement in overflow

6: final legalization

B. Dynamic Density Update

Although we can use (4) to compute bin densities during
the diffusion process, the computed densities are not exactly VII. EXPERIMENTAL RESULTS
the same as the real placement densities. The equations ofhis section reports experimental results for the global
the physical diffusion process (4) (5) (7) assume continuod#fusion-based legalizer I§/ FF(G)) and robust local
density distribution. However, the real standard cell distribuhiffusion-based legalizer[§I FF(L)) by comparing it to a
tion does not always satisfy this condition. First, cells are ngteedy legalizer@RE E D) which uses slide-and-spiral tech-
equally distributed inside a bin. For example, it is possibisiques to place cells onto their nearest legal locations and
that all the cells inside of a bin are on the right side of th® a network flow legalizer {LOW) which uses a min-cost
bin. As shown in Fig. 8, the left bin contains 100% cells thdtow algorithm to direct cell movements? LOW is similar
are clustered on the right side of the bin. The target density [3]: first, cells are roughly spread out by the min-cost flow
is 50%. the diffusion process would move all the cells in thaslgorithm, then they are moved to their final positions such
bin to the adjacent bin on the right. This would make the finghat all overlaps are removed:REED sorts all the cells
density of the right binl00% and the left bin 0%, which is and places them sequentially. It first tries to place a cell at
different than the computed density equilibrium &% on the original location. If that location is occupied, it performs
both bins. Second, cells have different sizes, and moving oaespiral search starting from the original location. During a
cell might pertub the design more than moving another. Thirglpiral search, it could slide other placed cells a little bit in
the error of integral equation (7) may accumulate. Thereforerder to fit in. All four legalizers are implemented {1 and
it is necessary to update the density based on the real ¢alh on an IBM P690 server. The timing results are reported
placement when the error exceeds a certain threshold. by IBM Einstimer.

Since errors are associated with diffusion simulation, we We use seven industrial circuits for comparison. The sizes
could update the density map for every simulation sép. of circuits range from 64K cells to over a million cells. All the
We choose to update density whenever we need to identificiecuits are legally placed initially. To simulate the behavior
local diffusion window. The impact of density update periodf repowering in physical synthesis we inflate cells and create
on the legalization performance is studied in section VII. overlaps that need to be resolved. The circuit sizes and amount
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TABLE |

DESIGN SIZES AND INFLATIONS

TABLE I
TWL COMPARISON OFFOUR LEGALIZERS (M)

8

testcases| number of cells| size(mm) | Inflation(%) testcases | Base | GREED | FLOW | DIFF(G) | DIFF(L)

cktl 64K 19x19 23.1 cktl 11.48 13.23 13.40 12.46 12.11
ckt2 72K 2.3x2.3 32.4 ckt2 15.06 17.03 17.33 16.65 16.17
ckt3 159K 5.3 x5.3 47.2 ckt3 47.10 52.47 52.65 51.76 50.72
ckt4 216K 9.0 x 9.0 40.4 ckt4 51.37 59.02 58.67 56.85 55.71
ckt5 307K 11.9x11.9 25.4 ckts 150.8 159.0 159.2 158.7 157.4
ckt6 440K 10.0 x 10.0 42.2 ckt6 166.6 175.6 175.4 174.8 173.1
ckt7 1076K 13.0 x 13.0 18.9 ckt7 367.7 382.7 382.5 381.7 379.8

absoluteA 1.9% 3.6%

relative A 16.8% 35.0%

of inflations are reported in Table I. The inflations are reported TABLE IlI

as the percentage with respect to the total moveable cell areas. WoRsTSLACK COMPARISON OFFOUR LEGALIZERS (NS)

lizati £ testcases | Base | GREED | FLOW | DIFF(G) | DIFF(L)
A. Legalization Performance ckil 0571 -1.266 | -1.497 | -0.921 -0.900
Tables I, lll, and IV show theT'W L, worst slack and Ctg %222% fl)igg ‘2-122 '8-‘2’22 %%%t
1 ; : : N -0. -1. -1. -0. -0.
FOM-~ results of the four Iegallzgrs. Since we inflate cells; —ckid 1502 3569 | 3447 =373 5151
the new placement has longer wire length, worse slack gnd—cks 0623 6.072 | -3.640 2.047 197
FOM than those of the original placements. The absolkte cki6 -0.387 | -3.450 | -3.562 -3.305 -3.103
and relativeA rows of each table report the average improvp—abs‘;klfjteA -0.796 | -1.601 | -1.274 ;10275%? ;%71?;
. (] . (1]
ments of DIFF(G) and DIFF(L) over the best result .of relatve A 78.0% 67.9%
FLOW andGREED. The relativeA measures the relative TABLE IV

improvement of the results before and after legalization. For

. FOM FOURL
example, orcktl, GREED increases th& W L by 13.23 — OM COMPARISON OFFOUR LEGALIZERS (Ns)

11.48 = 1.75, while DIFF(L) only increases th&W L by testcases | Base | GREED | FLOW | DIFF(G) | DIFF(L)
12.11 — 11.48 = 0.63, therefore the relative\ is (1.75 — cktl -3188 | -4942 | -8441 -3883 -2552
0.63)/1.75 = 64%. We can observe that both/ FF(G) and ckt2 0 247 | -620 -319 -169
. cki3 -446 | -1073 | -1054 524 511
DIFF(L) achieve smalleTW L than FLOW or GREED. oKiA 557 321 | 1068 862 =53
The average relative improvement®¥ L over seven circuits cki5 144 -4827 | -4871 -3069 2677
is 17% for DIFF(G) and35% for DIFF(L). The average ckt6 -15286 | -24694 | -24154| -22936 -22543
improvement on wiring congestion after global routin@7$% abs%'ﬁjte X 2583 | 5391 | -7631 i‘é‘lgt; éi?zl‘;
and 35% for DIFF(G) and DIFF(L), respectively (the temiveA 36.3% 52.9%
detailed numbers are not shown to save space). The slack
and FOM degradations ofDIFF(G) and DIFF(L) are TABLE V

also much less than those ¢fLOW and GREED. The
average improvements of slack over the bestFdfOW and

CPU TiME COMPARISON OFFOUR LEGALIZERS (S)

GREED are48% and63% by DIFF(G) and DIFF(L), teSchses GF;glED FL5%W DHE(G) D”;f(m
respectively. And the average improvementg'ai M over the gktz 11 7 -7 34
best of FLOW andGREED are36% and62%. These results cki3 228 197 290 125
are actually conservative becauseckt5, ckt6 and ckt7, the ckt4 320 313 581 153

i ; ; cki5 414 584 841 323
|nflat|on_d_|(_j not cause a larger amount of overlaps due to K6 510 —_ 23T 510
sparse |n|t|allplacemer?ts. _We have also compgred the fon_Jr okt7 2102 | 1768 2681 2034
legalizers on industry circuits generated by physical synthesis [ Average 1 0.86 1.68 0.77

without legalization, and the results consistently show that
DIFF results in better timing]"W L and congestion for those

circuits. but with different inflation distributions. The inflations are

Table V reports the runtimes for four legalizers. Althouglentralized (), or evenly distributed p). The amounts of
the runtime of DIFF(G) is about 2X of FLOW, the inflations are 23% and 18% for centralized and distributed
DIFF(L) is in the ballpark of the other two legalizers. Ortases, respectively. The localized inflation mimics a hot-
average,DIFF(L) actually runs slightly faster than thosespot that needs to be spread out. The distributed inflation is
two. more like legalization after physical synthesis. Therow

We also testF’LOW and DIFF(G) with different cell reports the difference of> and D. Both DIFF(G) and
overlapping distributions, i.e., through distributed or concerr LOW get worse results on concentrated inflation distribution
trated inflations. Table VI shows the results DI F'F'(G)  than those on distributed inflation distribution, although the
(referred asD(G)) and FLOW on the same circuitktl  amount of inflations are actually smaller for concentrated case.
1FOM is a metric that measures the amount of work needed foradesigrl;'PV\.lever.’ we .Can Observe thall FF(G) is less sensmve_ to
to close timing; basically it is weighted area under the timing histogram &€ inflation distribution thai”LOW . TheT'W L degradation
the paths with negative slack [22]. of DIFF(G) is only 0.16m compared tol.06m of the
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Fig. 9. Total cell movement during diffusion on cktl. Fig. 10. Total density overflow during diffusion on cktl1.

FLOW. The slack and?OM degradation ofDIFF(G) is period Ny. It does not converge nicely as global diffusion,
also significantly lower than those ¢tLOW. This indicates which always reduce the computed overflow (not the real
that diffusion-based legalization can handle hot-spot situatieerflow) during the diffusion process. One might see overflow
better than the network flow based method. increase a bit then continue decrease when maximum density
is close to the target density. From that point, it usually takes a
long time to converge. Therefore, for runtime reason, we stop
local diffusion whenever the overflow starts to increase, which

TABLE VI
INFLATION DISTRIBUTION EFFECT ONLEGALIZATION

TWL (m) STack (ns) FOM{(ns) is a good indication of the majority of diffusion is done. This
type(%) | FLOW | D(G) | FLOW | D(G) | FLOW | D(G) issue is also discussed in section VII-C.
D(23) | 13.40 | 12.46 | -1.497 | -0.921 | -8441 | -3883
C(18) | 14.46 | 12.62 | -1.976 | -1.253 | -11822 | -4361 TABLE VI
A 1.06 016 | 0479 | -0.332 ] -3381 | -478 DENSITY OVERFLOW COMPARISON
DIFF(G) DIFF(L)
testcases max total max total
; T ckil 11.82| 527.92 | 0.08 | 120.48
B. Movement and Overflow Analysis for Diffusion D TTor 210530 260 26043
Bin density overflow and cell movements are two most im- ckt3 11.98 | 3738.26 | 2.63 | 660.57
portant measurements for diffusion legalization algorithm. As ckt4 2244 | 286968 | 514 | 772.24
d ibed in the previous section, detailed legalization can still CKIS 23.28 | 13415871 488 | 951061
escribed inthe p , cd leg cki6 35.74 | 35506.25| 11.54 | 21089.78
do a good job if the local average density is less than targeted ckt7 11.42| 818258 | 3.77 | 2966.06
density. Therefore, for density overflow, we only measure the Improvement 8% 58%
local average density overflow, i.max(d;7k — dmaz,0). FOr
cell movement, we are interested in total cell movement and
TABLE VIII

maximum cell movement.

Fig. 9 compares the total cell movement during the diffusion CELL MOVEMENT COMPARISON

process forDIFF(G) and DIFF(L) on cktl. We can DIFF(G) DIFF(D)
observe that local diffusion makes much less cell movement testcases max [ totalio® [ max [ totakio%
e ckil 28441| 46706 | 148.47| 0.71
than global diffusion. . . . ckt2 598.98 | 9.2568 | 463.45| 3.7434
Fig. 10 compares the total bin density overflow during cki3 536.92 | 5.8905 | 656.82 | 2.3571
the diffusion process foDIFF(G) and DIFF (L) on cktl. cki4 538.65| 6.604 | 21539 2.0497
We can observe the density update significantly reduces the Ct:g %Zéas 135-513279 %2;2%2 415223
density 0\_/erflow. Density updatg also helps diffusion run faster ok 3496 112671 55056 22869
because it reduces overflow quickly. Improvement 19% 70%

Tables VII and VIII compare the density overflow and
cell movement betweerDIFF(G) and DIFF(L). Both
maximum and total numbers are reported. Cleddly,F'F'(L) o
has much less density overflow and cell movements across theParameter Characterization
board. The average cell movement reduction/af F'F'(L) In this section, we show the performance tradeoff of differ-
over DIFF(G) is 70% and the average density overflovent local diffusion parameters, including bin siBe window
reduction is 58%. Note that the density overflow of both globalze 1W; and W5, and density updating perioli;;.
and local diffusions are not zero. For global diffusion, although Fig. 11 plots the total movements and worst negative slack
we check the maximum bin density as the stopping criteri@VNS) result of legalization with different bin siz8 for ckt2
the density it measures is not the real density as we mentior{tte area of a bin i$32). We can observe that when bin size is
in section VI-A. For local diffusion, the overflow measured atmaller than twice the height of circuit row (12), the result is
each density update point is affected by the density updaterse. This is because when bin size is smaller than the cell,
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12000000 0.01
0

— _oof TN e e e tells us that pure optimization for total cell movement does
- \/ oo not always optimize timing or wirelength. Furthermore, the
sovao e runtime of diffusion with shorter period is also higher because

total movement
NS

2000000 it needs to recompute density for more iterations. Therefore,
we choose to use longer density updating perigds & 30)

in our legalizer.
Fig. 11. Total cell movements and worst negative slack with different bin

size (B) on ckt2. TABLE IX
LEGALIZATION PERFORMANCE WITHDIFFERENTDENSITY UPDATING
PERIOD Nyy FORckt2

we can no longer formulate the cell movement as molecular

movement. We can also see that when bin size is too large, the [ Ny | movement{0°) | TWL(10°) | WNS | CPU(s)
result also degrades. This is because that the larger bin size é g-ig; ﬂigi 'g-ggé 16306-75
could produce unnecessary spr_eadl_ng t_hus make timing worse. —5 3477 112437 0004 372
Therefore the sweet spot for bin size is between 20 and 40, 15 3.483 11423 | -0.002| 365
which is about 2 to 4 circuit row high. 20 3.826 11.331 | -0.006 | 33.3
Fig. 12 and Fig. 13 show the total movement and WNS ;g g-;‘f’é ﬂ-‘s‘ég 'gggf gi-g
result with different local diffusion window siz#/; and W, 0 3684 11341 | 0004 282

(as used in Algorithm 2) fockt2. Fig. 12 assumeB/; = W,
and Fig. 13 use$l; = 2. We can observe that largé¥; and
Wy cause more spreading. Larg#r, makes the spreading
faster. For legalization, overspread usually means worse timiRg ISPD Benchmarks
and wire length. Therefore we choose to use the sméller  previous sections use proprietary industry circuits to eval-
and 5. uate the performance of the diffusion legalization. In this
. section, we run a set of experiment on publicly available ISPD
pecceed o] N T T L 2004 benchmark [17] [23]. First we take the 18 benchmark
et / circuits and place them with Capo [24]. Then we inflate

5000000

total movement
WNS.

oo cells to create overlaps. We create two sets of overlapped
| e circuits: RANDOM and CENTER. The RANDOM set
L - randomly picks cells to inflate, while th ENT ER set only

inflates cells in the center of the chip. Therefdtd N DO M

Fig. 12. Total cell movements and worst negative slack With (assuming has a random overlap distribution whi@ENTER has a

W1 = Wa) on ckt2. . NV . .
centralized overlap distribution. Both inflation procedures only
inflate 10% of cells. For each cell, both procedures inflate the

00000 cell width by 60%. The resulting overlap percentages and other
oo : : ; : design characteristics are reported in Table X.
I Sovom g o0 We compare the diffusion legalization (local diffusion) with
~ 4000000 2 003 . . . .
£ somooo Capo legalization Qapo) [25], FengShui 5.1 KengShui)
sl [26] detailed placement and the latest computational geometry
Fig. 13. Total cell movements and worst negative wlack With (assuming TABLE X
W1 = 2) on ckt2. TESTCASES WIRELENGTHS AND OVERLAPS
Table IX shows the total movemen;W L, WNS and | (esicase] objs | TWL (iracks) | CENTER (%) | RANDOM (%)
i ) . o i . ibm01 | 12506 | 1.805E+06 5.531 4,941
runtime results with qllffergnt density updating perl_(MU ibmo2 | 19342 | 3.947E+06 Z375 5243
for ckt2. One would imagine that frequently updating the¢ ibm03 | 22853 | 5.008E+06 5.003 5.162
density map could result in a better result (i.e. less moveme t'gmgg g;iig ?-égg?gg gg?g j-;ig
. . . . nm . + . .
better timing), howeyer, our'experlment shows §h|s is not thepra—t—rs=2>5 c53E+05 5356 =045
case. Longer updating period;; results in a little better [pmo7 [ 45639 | 9.209E+06 5878 5124
wire length and similar or even better timing. The reason |sibm08 | 51023 | 9.665E+06 5.692 5.236
following: shorter update period means the density is updat dlgmcl)g ggéég igggg:g; gg;g ;‘-gii
when _the_cells make sma!ler moves, thereforg the overflowy T —0150 T 15348707 E719 5506
reduction is also smaller. It is easier for the additional overfloWiomi2 | 70439 | 2.388E+07 5.1 5.078
introduced by the uneven cell distribution (as explained inibm13 | 83709 | 1.834E+07 5.817 5.359
section VI-B) to override the smaller overflow reduction} :gmg igﬁg? 2"2“2‘25:8; g'gg; 55'%496
_The_refore the chance _that cell relativ_e order be?ng violatetipmie 182980 | 4.702E+07 5801 5306
is higher. More disruption to the relative order will increase ibm17 | 184752 6.730E+07 6.33 5.185
the wire length and degrade timing. This phenomenon alsgbm18 | 210341 ] 5.767E+07 5.543 5.255
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TABLE XI

WIRELENGTH AFTERLEGALIZATIONS ONCENTER TESTCASES
(SCALED TO ORIGINAL WIRELENGTH)

placement migration(@E M) [18]. It is not clear to us what
legalization algorithmCapo uses, we guess they are greedy
heuristics. FengShui uses dynamic programming algorithm

[5]. GEM uses a global bin-stretching spreading algorithm oslcase (izp(;’ Fef%szh“' D'l':'lzé'-) (iEl'\;'
followed by detailed legalization. All experiments run on bmo2 1 129 178 108 114
a Linux server with 4 AMD 2.0GHz Opteron CPUs. The ibm03 | 1.26 1.16 1.07 1.15
wirelength, movement and runtime statistics of legalizations !Emgg Hg i-(l)fl’ 1-82 1-22
. om . . . .

for CENTER testcases are reported in Tables XI, Xl a_nd bmo6 | L31 130 109 114
XIIl. Statistics for RANDOM testcases are reported in bmo7 | 1.28 1.21 1.08 1.10
Tables X1V, XV and XVI. The wirelengths are scaled to the ibm08 [ 1.26 | 1.14 108 | 1.11
original wirelength before legalization. The movement reports :Emgg 1;? i-ig 1-82 H‘;
include maximum movement, average movement, average bmil | 128 | 124 Tos | 112
square movement, and total number of cells moved. The best ibmi2 | 1.19 112 1.06 1.09
result among all legalizers are highlighted in tables. !Eml?’ 1.44 1.26 1.09 1.22
Clearly, diffusion introduces much less cell movement and :bmg 1'22 123 1'2? 1;1
wirelength degradation, in particular fatENT E R, which is bmi6 | 1.45 130 110 159
consistent with the result of Table VI. On bothENTER ibm17 | 1.44 1.29 1.08 1.19
and RANDOM testcases, diffusion produces the best max- lbml8 | 138 | 1.29 109 | 114
Average | 1.31 122 1.08 1.15

imum movement and average square movement, Whigo
produces best number of movements &d)! the best linear
movement. The average maximum movemedtfs:' F' makes

are only about 20% of those made Byipo, FengShui and 1600
GEM.OnCENTER set, the advantage of wirelength of dif- 1400}~
fusion over other legalizers is clear. AN DOM testcases, 1200
diffusion is as good ag'enshui and slightly better thaf'apo 1000 L
and GEM. Note that diffusion is designed for placement goo|
migration applications, where lots of placement changes need gqg
to be made. Legalization faORANDOM set is not a typical 400 -
application for placement migration. Therefore diffusion does .,
not show much more benefit than other legalization tools on | —
RANDOM. However, if we have timing information for | | | | | | | |
these testcases, diffusion could have achieved the best timing -200 0o 200 400 600 800 1000 1200 1400 1600
result because the maximum movement and average square

movement from diffusion are the smallest among all comparew. 14. Placement ofbmo01.

legalizers.
The runtime of diffusion legalization is comparableapo
and Fengshui. such that the stability conditioﬁ’% < 1 is satisfied. There-

One could argue that the legalization engines of Capo aftde it requires more iterations. Second, diffusion uses a much
FengShui were not designed to handle overly congested ov@nraller grid size thar EM in our implementations, which
laps likeC ENT E R testcases. There are not many legalizatiameans there are more grids to compute but better accuracy of
algorithms proposed to handle placement migration problemgreading. Last but not least important, as implemented in an
as we defined in the introduction section. To the best of oakisting industry placement tool, diffusion has more runtime
knowledge, only the recently proposed computation geometryerhead than a brand new academic legaliZz&r)/.
migration algorithm [18] does similar spreading as diffusion. To further reveal the difference of these legalizers, we

Diffusion still gives better results thad:EM on both plot the movement pictures during legalization fidmo01
CENTER and RAN DOM sets although the gap is smallelC ENTER, which are shown in Figs. 15 - 18. The original
than those toCapo and FengShui. For example,DIFF placement picture oftorm01 is shown in Fig. 14. To make cell
achieved an average total wirelength1068 on CENTFER movement easy to visualize, we only show the movements
compared tol.15 by GEM. And the maximum movement over 50 tracks in these figures. The arrows illustrate cell
and average square movement/af F'F' are also smaller. The movements during legalization. We can observe that diffusion
biggest advantage aFEM is its speed. Among these foursmoothly moves cells out of the center overlapping region,
legalizers,G EM runs fastest. Sinc& EM is not the focus of while Capo andFengShui both make large moves that would
this paper, here we only give a brief analysis of WA¥' M is change the cell relative order completely. We can observe that
much faster than diffusion. The main reason is that diffusiad £ makes similar movement as diffusion: both move cells
needs to use smaller time stamp th&®E )/ to make the gradually from center to the low-right corners. This is because
computation stable. Diffusion algorithm solves the diffusio’ EM also uses the density gradient to guide bin stretching,
equation with Forward Time Centered Space (FTCS) [21]. Thich is similar to diffusion using density gradient to guide
make it stable, we have to choose a very small time intervegll movement. Note that Fig. 18 also shows some movements
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TABLE XII
MOVEMENTS OFLEGALIZATION ON CENTFER TESTCASES
testcase Capo FengShui DIFF(L) GEM
max | avg | avg? #mov | max | avg | avg? #mov | max | avg | avg? #mov | max | avg | avg? #mov

ibm01 | 1043 | 51 12005 | 11498 | 1558 | 84 31985 | 12183 | 245 | 48 | 3492 | 12428 | 608 | 50 | 3959 | 12482

ibm02 | 1204 | 62 16442 | 17537 | 1626 | 134 | 54221 | 18745 | 289 | 56 5389 | 18975 | 1198 | 58 6499 | 18646

ibm03 906 52 7796 18141 | 816 92 22188 | 21722 | 182 48 3323 | 22305 | 1042 | 49 4861 | 22568

ibm04 | 1231 | 97 22572 | 18876 | 480 78 12902 | 25337 | 205 53 4218 | 24453 | 717 51 4389 | 25220

ibm05 | 1449 | 76 22071 | 23609 | 1019 | 98 28397 | 26529 | 306 | 64 6322 | 28026 | 1473 | 65 | 11231 | 28029

ibm06 | 1261 | 101 | 23577 | 26299 | 1725 | 110 | 32195 | 31038 | 256 | 60 5470 | 32185 | 900 | 58 5959 | 32089

ibmO7 | 1231 | 108 | 31486 | 27927 | 1967 | 103 | 33128 | 41649 | 438 | 68 7821 | 40293 | 1147 | 60 6862 | 40533

ibm08 | 1696 | 93 25606 | 40277 | 1010 | 112 | 37829 | 45651 | 357 | 61 | 5605 | 49484 | 1427 | 58 6316 | 49012

ibm09 | 1467 | 99 26024 | 39381 | 2350 | 126 | 56857 | 50838 | 312 | 67 7076 | 50525 | 1831 | 63 7529 | 49943

ibm10 | 1799 | 122 | 40515 | 46088 | 1503 | 140 | 52936 | 63235 | 512 | 92 | 12036 | 68160 | 2797 | 92 | 16049 | 68468

ibm11 | 1478 | 148 | 46586 | 37390 | 2324 | 124 | 48361 | 66649 | 385 | 75 9034 | 66212 | 1554 | 73 9640 | 64291

ibm12 | 1872 | 146 | 49411 | 47520 | 1380 | 133 | 46861 | 66780 | 299 | 89 | 11049 | 69935 | 2381 | 82 | 11484 | 69144

ibm13 | 2196 | 126 | 52085 | 67664 | 1638 | 148 | 68111 | 81193 | 359 | 86 | 11270 | 82281 | 2443 | 82 | 14485 | 79829

ibm14 | 2999 | 160 | 69547 | 114808 | 3873 | 214 | 139152 | 137135| 440 | 118 | 19676 | 136043 | 2432 | 98 | 17422 | 136665

ibm15 | 2714 | 162 | 81970 | 141677 | 4395 | 219 | 170982 | 157040 | 699 | 125 | 24230 | 153685| 3987 | 102 | 22014 | 152596

ibm16 | 3464 | 187 | 114484 | 160008 | 2606 | 307 | 257357 | 168576 | 852 | 152 | 35502 | 182707 | 4420 | 110 | 41019 | 176756

ibm17 | 3701 | 235 | 150333 | 149376 | 2414 | 325 | 286307 | 171093 | 1112 | 157 | 38187 | 174864 | 4101 | 122 | 42401 | 171494

ibm18 | 3294 | 193 | 102511 | 152276 | 2871 | 244 | 200385 | 188118 | 576 | 126 | 23814 | 190913 | 2982 | 115 | 30926 | 184771

Average | 1945 | 123 | 49723 | 63353 | 1975 | 155 | 87786 | 76306 | 435 86 | 12973 | 77971 | 2080 | 77 | 14614 | 76808

TABLE XV
MOVEMENTS OFLEGALIZATION ON RAN DOM TESTCASES

testcase Capo FengShui DIFF(L) GEM

max | avg | avg? #mov | max | avg | avg? #mov | max | avg | avg? #mov | max | avg [ avg? #mov

ibm01 966 17 927 11483 | 1345 | 28 3759 12201 | 226 | 26 1219 12289 | 477 | 24 1263 12155

ibm02 | 1187 | 21 1963 18021 | 547 | 30 3169 18893 | 210 | 32 1824 | 19083 | 340 | 23 1051 18816

ibm03 732 25 1691 | 21032 | 446 | 36 2609 | 22537 | 232 | 25 1216 | 22531 | 1261 | 22 3452 21690

ibm04 368 19 906 24042 | 265 | 24 1043 | 26303 | 184 | 19 639 26554 | 783 19 749 25774

ibm05 | 1584 | 20 1969 | 26812 | 689 | 25 2396 | 27513 | 332 | 33 2373 | 27688 | 2663 | 25 | 11307 | 27039

ibm06 672 20 1281 | 30447 | 287 | 25 1137 31680 | 147 | 29 1193 | 31989 | 824 | 22 1013 | 31570

ibm07 | 1412 | 22 2109 | 40840 | 1442 | 25 2249 | 44475 | 292 | 37 2009 | 45135 | 1467 | 20 1264 | 43254

ibm08 963 | 15 538 44716 | 252 | 19 653 48932 | 222 | 25 | 1080 | 49788 | 1394 | 14 | 1009 | 47831

ibm09 | 1094 | 24 | 1713 | 47663 | 1528 | 33 | 4060 | 51853 | 237 | 31 | 1605 | 52396 | 799 | 22 958 51672

ibm10 | 3333 | 28 | 1896 | 63758 | 601 | 38 | 2587 | 67233 | 289 | 29 | 1674 | 67693 | 3318 | 26 | 5566 | 67024

ibm11l | 2135 | 35 | 8157 | 65392 | 2271 | 52 | 23278 | 69198 | 308 | 38 | 2476 | 69448 | 1589 | 28 1613 | 69590

ibm12 | 1346 | 35 | 4875 | 66249 | 1041 | 36 | 6104 | 69399 | 383 | 51 | 3618 | 70226 | 2557 | 27 | 3154 | 68259

ibm13 | 2358 | 33 | 6944 | 78284 | 1271 | 49 9880 | 82614 | 321 | 43 | 2776 | 83030 | 2857 | 24 | 5892 | 80796

ibm14 986 22 1088 | 131484 | 350 | 23 1013 | 142901 | 391 | 48 3494 | 146017 | 1573 | 19 976 142468

ibm15 | 2530 | 39 | 7980 | 155340 | 2998 | 48 | 17976 | 159200 | 563 | 78 | 8922 | 160686 | 3616 | 31 | 4701 | 158719

ibm16 | 4121 | 43 | 16338 | 177418 | 1868 | 51 | 16563 | 181148 | 714 | 83 | 10253 | 182516 | 5026 | 33 | 21696 | 178098

ibm17 | 1541 | 33 | 4321 | 171166 | 872 | 38 5710 | 181276 | 666 | 62 | 6312 | 183338 | 3851 | 26 | 4308 | 180395

ibm18 | 4390 | 27 | 1906 | 193880 | 1129 | 29 | 2775 | 205753 | 439 | 29 | 1640 | 207380 | 1644 | 19 1067 | 203793

Average | 1762 | 27 3700 | 76002 | 1067 | 34 5942 | 80173 | 342 | 40 3018 | 80988 | 2002 | 24 3947 | 79386

TABLE Xill outside the main flow area, which Fig. 15 does not have. These

CPU TIME (S) OF LEGALIZATION ON CENTER TESTCASES movements are introduced by the detailed legalization because

tesicase| Capo | FengShui| DIFF(L) | GEM there are still minor density overflow in those areas even after

bm01 | 5 9 8 4 he main global bin stretching ph

e 5 19 7 T the main global bin stretching phase.

ibm03 8 20 15 3

ibm04 9 24 15 3

bmo5 29 29 34 7 VIIl. CONCLUSIONS

ibm06 | 11 34 39 6 ) . S

ibm07 | 34 52 46 9 The incremental nature of design optimization demands

ibm08 | 53 67 57 13 smooth placement migration techniques. They must be capable

:Bmg 16(;55 gg gg ;‘5" of spreading cells to satisfy design constraints such as image

bmii | 52 93 37 71 space, ro_uting cqngestion, _si_gnal inte_grity and heat distrib-

ibm12 | 185 97 137 20 ution, while keeping the original relative order. To address

ibm13 | 152 125 279 41 these tasks, we proposed a diffusion-based placement method.

ibm14 | 387 277 438 68 Thi thod tak dvant ¢ h t of th

bmis | a7 339 55 & his method takes advantages of smooth movement of the

ibmi6 | 947 389 1453 104 diffusion model. Our experimental results have demonstrated

ibml7 | 1149 401 1297 105 significant improvements on timing and wire length over

ibmi8 | 664 482 435 113 : ; ;

Average | 256 Tae 30 % conventional methods. The future works include applying

diffusion technique to other design closure objectives, such
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Fig. 15. Cell movement (over 50 tracks) during diffusion legalization ofrig. 17. Cell movement (over 50 tracks) during FengShui detailed placement

ibm01 with CENTER overlap.

on ibm01 with CENTER overlap.
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Fig. 16. Cell movement (over 50 tracks) during Capo legalizatiombas0l  Fig. 18. Cell movement (over 50 tracks) during computational geometry
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as routing congestion mitigation and power ground noi%]
reduction
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WIRELENGTH AFTERLEGALIZATIONS ON RANDOM TESTCASES
(SCALED TO ORIGINAL WIRELENGTH)

TABLE XIV

testcase| Capo | FengShui| DIFF(L) | GEM
ibm01 1.11 1.10 1.09 1.12
ibm02 1.08 1.06 1.06 1.06
ibm03 1.11 1.07 1.06 1.13
ibm04 1.06 1.03 1.05 1.05
ibm05 1.04 1.02 1.04 1.08
ibm06 1.09 1.05 1.07 1.07
ibm07 1.09 1.04 1.06 1.08
ibm08 1.05 1.02 1.06 1.06
ibm09 111 1.07 1.07 1.07
ibm10 1.08 1.04 1.06 1.12
ibm11 1.19 1.13 1.07 1.08
ibm12 1.09 1.03 1.05 1.08
ibm13 1.19 1.09 1.08 1.18
ibm14 1.06 1.02 1.06 1.06
ibm15 1.16 1.10 1.10 112
ibm16 1.15 1.07 1.09 1.26
ibm17 1.08 1.04 1.05 1.07
ibm18 1.09 1.03 1.07 1.06
Average | 1.10 1.06 1.07 1.10
TABLE XVI
CPU TIME (S) OF LEGALIZATION ON RANDOM TESTCASES
testcase| Capo | FengShui| DIFF(L) | GEM
ibm01 1 9 8 2
ibm02 4 18 10 2
ibm03 2 20 14 3
ibm04 1 24 14 2
ibmO05 8 30 35 6
ibm06 4 34 40 4
ibm07 8 51 48 5
ibm08 5 67 59 7
ibm09 14 63 52 9
ibm10 27 89 53 19
ibm11 26 93 84 14
ibm12 54 93 315 15
ibm13 118 124 265 36
ibm14 24 267 509 25
ibm15 114 327 640 80
ibm16 533 373 880 99
ibm17 226 375 607 60
ibm18 104 460 256 43
Average | 71 140 216 24

[25] “Capo tool suite,’http://visicad.eecs.umich.edu/BK/PlaceUtils/

[26] “Fengshui tool suite http://visicad.cs.binghamton.edu/
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